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Abstract

Thin plate spline (TPS) transformations have been applied
to non-rigid shape matching with impressive results. How-
ever, existing methods often use a sparse set of point cor-
respondences which are established prior to shape match-
ing. A straightforward approach to finding point correspon-
dences and computing TPS parameters imposes expensive
computations, thereby motivating us to develop an efficient
solution. In this paper, we present a direct method for recov-
ering non-rigid object motion from its appearance in which
the point correspondences are simultaneously established
while estimating TPS parameters. The motion parameters
are estimated in a stiff-to-flexible approach and the princi-
pal appearance deformations are learned that can be uti-
lized for motion analysis and recognition. Numerous exper-
iments demonstrate the efficiency and efficacy of the pro-
posed algorithm in modeling the motion details of non-rigid
objects undergoing shape deformation and pose variation.

1. Introduction

One main challenge confronting the vision community is
how to effectively model object appearance of which the
variation can be attributed to rigid or non-rigid motion. Nu-
merous methods have been developed to handle rigid object
motion in the past, and recently more algorithms have been
proposed for the case of non-rigid objects. Evidently, affine
transformations have long been applied to model global
rigid object motion successfully. However, it is also well
known that affine transformation is not effective when an
object undergoes non-rigid motion. Non-rigid object mo-
tions, such as facial expressions and movements of human
bodies, often carry important information for vision appli-
cations. Thus it is imperative to develop an effective model
for non-rigid deformation and an efficient algorithm for re-
covering its parameters directly from images.

Thin plate spline (TPS) warp has been widely used in im-
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age alignment and shape matching. Given a set of n corre-
sponding 2D points, the TPS warp is described by 2(n + 3)
parameters which include 6 global affine motion parame-
ters and 2n coefficients for correspondences of the control
points. These parameters are computed by solving a linear
system.

In this paper, we propose a direct method for estimating
the TPS warp between images based on the appearance of
the target object. In contrast to existing works that make
use of a sparse set of control point correspondences, our
algorithm does not require any detection of feature points
in images, nor does it need to establish correspondences of
those feature points. The control points in our algorithm
are positioned rather arbitrarily (e.g., points on a grid), and
need not to be on image features or boundaries. Instead
of first establishing correspondences and then solving the
linear system, we estimate the warp parameters by solving
an optimization problem with gradient descent techniques.
Furthermore, we take a stiff-to-flexible approach in order to
better estimate non-rigid motion. Borne out by numerous
experiments, we show that the proposed algorithm is able
to model non-rigid object motion undergoing large shape
deformation and pose variation.

The rest of this paper is organized as follows. We first
discuss the most relevant works on modeling non-rigid ob-
ject motion. Next we present the application of thin plate
spline for modeling non-rigid object motion in images, and
provide a computationally efficient solution to estimate the
warp parameters. Empirical results are presented in Sec-
tion 4, followed by discussions on the potency and limita-
tions of the proposed algorithm. Finally, we conclude this
paper with comments on future work.

2. Prior Work

There is a rich literature on modeling non-rigid object mo-
tion from visual cues ranging from contour, appearance,
to optical flow. Contour-based methods mainly use edge
information near or on the boundary of the target object,
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and aim to find a transformation so that the object shapes
are best matched by minimizing an energy function. Al-
gorithms such as snakes [13], active shape model [6], active
contour with Condensation [12], and geodesic contours [17]
have demonstrated their capabilities of modeling non-rigid
objects. These methods differ in the shape representation
including energy functions defined in terms of edges and
curvature [13], statistical distributions of points on contour
[6], curvature normals [12], and energy functions defined
by level sets [17]. Gradient descent algorithms are then ap-
plied to minimize energy functions [13, 17] or to fit model
to the image [6]. Alternatively, factored sampling based
methods can be applied to best match image observation
to the model [12]. One key weakness shared by the above-
mentioned methods is that initialization of points or edges
on or near the object contour is imperative to ensure their
success. Furthermore, these methods utilize only the con-
tour of an object for matching and ignore the abundant and
rich texture information at one’s disposal.

Appearance-based methods utilize the texture informa-
tion of an object for estimating non-rigid deformation. Ex-
isting algorithms resort to deformable templates with fidu-
cial points [10], local parametric image patches [1], texture
within triangulated mesh [18], elastic bunch graph match-
ing [21] or a combination of shape and texture [5] [8].
The best image warp is obtained by minimizing the sum of
square difference of pixel values between the template and
an observed image, where affine transformation [10, 18],
graph matching [21] or eight-parameter projective model
[1] is employed. Applications such as facial expression
recognition have shown great promise of this approach [14].
However the templates are not updated over time and thus
cause problems when the imaging conditions (such as light-
ing, view angles) differ significantly from that of the stored
template. Furthermore, fiducial points [10, 21, 7] or local
patches [1, 18] need to be manually labeled prior to shape
matching.

In [20] Weiss developed an EM-based motion segmen-
tation method by fitting a mixture of smooth flow fields
to the spatio-temporal image data. By exploring low rank
constraints [11] of the optic flow matrix, Bregler et al. [3]
proposed an algorithm for non-rigid object tracking. Al-
though these methods have their success in modeling non-
rigid motion with feature points, optical flow estimation
is usually sensitive to illumination change, occlusion, and
noise, thereby limiting the potency of these methods for
non-rigid object tracking.

The use of thin plate spline warp for mapping points be-
tween two frames given their correspondence was first ad-
vocated by Bookstein [2]. One attractive feature of TPS for-
mulation is that it consists of affine and non-affine warping
transformations, thereby allowing it to capture the global
rigid and local non-rigid motions. Consequently, TPS has

been widely applied to shape matching including medi-
cal imaging with impressive results on estimating non-rigid
motion. Chui and Rangarajan [4] presented a method that
simultaneously estimates the correspondence of points and
non-rigid TPS warps by resorting to the EM algorithm. Al-
though their experiments demonstrate excellent results in
point matching, it not clear whether this algorithm can be
extended to use texture information for modeling non-rigid
motion.

3. Algorithm

We first briefly review the TPS warp and then present an
efficient algorithm that computes correspondence as well as
TPS parameters simultaneously. We also propose a stiff-to-
flexible approach in order to better model non-rigid defor-
mations.

3.1 Thin Plate Spline Warp

Given 7 control points in a plane (i;, ;) € IR* and their
corresponding function values v; € IR, ¢ = 1,...,n, the
thin plate spline interpolation f(x,y) specifies a mapping
f : IR? — IR whose bending energy E is minimal,

By = / / (2, + 272, + f2 )dudy
R2

and the interpolated value at a point (z, y) is given by

fa,y) = avtasw+agy+ Y wU (&, 5:) — (x,9)|])
i=1

where U(r) = r?logr?. Note that the interpolated spline
function consists of two parts: affine transformation param-
eterized by a and non-affine warping specified by w.

Since the spline f(z,y) needs to have square-integrable
second derivatives, we have the following constraints

n n n
E w; = O, and E wicﬁi = E wiyi = 0.
i=1 i=1 =1

The TPS parameters a and w can be computed by solving
the following linear equation:

A P w v
I P G
where A;; = U(||(Z4,9:) — (&5, 95)|]), the i-th row of P is
(1,&;,9:), O and 0 are 3 x 3 and 3 X 1 zero matrices, and
w, a and v are vectors formed from w;, a1, as, as and v;,
respectively. We denote the leftmost (n+3) x (n+3) matrix

in the linear system as K. When noise exists in the target
value 9;, we need to introduce the regularization parameter

ty Conference on Computer Vision and Pattern Recognition (CVPR'05 o
an Diego. Downloaded on March 12,2024 at 23:05:39 UTC from IEEE Xplore. Restrictions apply.



Proceedings of the 2005 IEEE Computer Socie

Figure 1. Modeling non-rigid motion with thin plate spline. (Up-
per Left) a template image with control points (red x). (Right) a
target image overlaid with warped control points. (Lower Left) the
back-warped image of the target region, and its matching residue
to the template image.

A to control the amount of smoothing in TPS. That is, the
submatrix A in Equation 1 is replaced by A + AL, where I
is an n X n identity matrix.

In this paper, we are interested in warping 2D points us-
ing TPS defined by pairs of control points, i.e., we want
to map points (x,y) to (z’,y’) given n control point cor-
respondences (&;,§;):(&;, ;). Toward that end, we need
two TPS functions for x and y coordinate separately. From
Equation 1, the TPS warp which maps (#;, §;) onto (&}, §;)
can be recovered by

Wz Wy - K1
a, a,

where X’ and §' are the vectors formed with 2/ and ¢ re-
spectively. The transformed coordinates (z, y;) of points
(xj,y;) are given by

o »

/ yl
1

W, W,
[x ¥y ] =1[B Q]{am a;] 3)
where Bj; = U(||(z;,y;) — (&i,9:)|]), the j-th row of Q
is (1,zj,y;), and the j-th row of the resulting vectors x’
and y’ are the interpolated x and y coordinates z’; and y7,
respectively. We denote the matrix [B Q] as M.

3.2 Efficient TPS Warp Estimation

Most of prior works follow the procedure described in the
previous section. Namely given the correspondence of con-
trol points, the TPS coefficients are first estimated and then
the points of interest are transformed to new locations using
the interpolated spline.

We consider the problem of modeling non-rigid defor-
mations in images based on object appearance. Assume
that we are given a template of an object with control points
and a target image of the same object undergoing non-rigid

motion, the goal is to find the TPS warp which deforms
the template so that it aligns well with the object in the tar-
get image. In the first frame, the target region is initialized
either manually or by some object detector, and then the
non-rigid motions are estimated throughout the sequence.
The control points are only used to determine the amount of
non-rigid deformation, thus thy do not need to lie on spe-
cific feature points. In this paper, we position control points
on a regular grid as illustrated in Figure 1.

The template is assumed to be fixed throughout the im-
age sequence, and the control points in the template are
also fixed. To find the best TPS warp for each frame, we
build the back-warped image by warping each pixel in the
template image and finding the corresponding pixel value
by linear interpolation of neighboring pixels in that frame.
Then we compare the template and the back-warped image
to update the TPS parameter (the detailed algorithm will
be explained later in this section). Combining equations 3
and 2, we have the following equation that directly relates
the warped positions of pixels with the positions of control
points:

/ / -1 'Y yl
[x y}—MK [00] (@)
Note that in the above equation, the transformed coordinate
(x},y}) can be expressed in terms of a linear combination
of the coordinates of the control points in the target image
(Z%,9%). More importantly, the left two matrices (M and
K) remain constant if the control points (&;, §;) and the set
of points (x;,y;) in the template remain constant. Invert-
ing a large matrix K is computationally intensive. In our
approach, we pre-compute M K ~! during the initialization
stage, and the subsequent warps can be computed very effi-
ciently.
Let the template image be I and the target image be I,
we model the non-rigid motion estimation problem as the
minimization problem of the following error function

E(p) = Y [[(w(p;p) — Io(p)|” )

p=(z,y)

where w(p; p) is a TPS warp with parameter p. Note that
the TPS kernel matrices M and K remain constant during
the estimation process due to the constancy assumption of
the template and the control points. Thus the TPS warp is
solely determined by the coordinates of control points in the
target frame (2’ and ¢'). As shown in Equation 4, we let the
TPS parameter vector p as (X7, 3'7) T and denote the top
(n + 3) x n submatrix of K ~* as K@ig)xn. Then we can
write the warped coordinate of a point p = (z,y) in the
template image as

-1 -1
w(p; u) = |:MPK(77,+3)><n MoK (3 | 1
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(b)

Figure 2. Support of pixels in the template image to the 8 x 8
control points. Each patch represents how much each pixel in the
template image contributes to the update of the control point. (a)
From the TPS kernel with a small regularization parameter. (b)
From the TPS kernel with a large regularization parameter. As the
regularization increases, the support spreads out and more pixels
affects the update of each control point.

where My is the row corresponding to p in the pre-
computed matrix M.

Motivated by the direct methods for estimating affine pa-
rameter using object appearance [9, 19], we apply gradient
descent techniques to find the parameter which minimizes
Equation 5. Using Taylor series expansion, the warped im-
age I(w(p; p)) can be expressed as I (w(p; o + 0pt)):

I(w(p; o +0p)) = I(w(p; po)) +
o' VI(w(p; py)) + ho.t
(6)

T
where VI(:) = (8;&[(.) ) e ‘ %I(o)) Each term
BLMlI (+) can be computed using the gradient image of 1.
Plugging Equation 6 into the Equation 5 and ignoring the
higher-order-terms, the error function can be rewritten in
terms of du,

E@p) = Y 11 (w(p; o)) —Io (P)+VI(w(p; o)) T pa?,

and o which decreases the error function can be computed
by
Sp= WwW)=tw'r,

where Wj; = aiuil(w(pj; o)) and I; is the vector with
I(w(pj; o)) — Lo(p;) asits j-th row value. Figure 2 shows
how the image gradient and the temporal derivative at each
pixel in the template contribute to the update of the control
point.

3.3 Stiff-to-Flexible Approach

Thin plate spline warp offers great flexibility in shape
matching, and thus care needs to be taken when some con-
trol points lie in textureless regions or the initial TPS param-

eters are not close to the desired ones. Akin to the coarse-to-
fine strategy which is widely used in rigid motion estimation
algorithms, we propose a stiff-to-flexible approach.

When the regularization parameter A becomes larger, the
estimated warp becomes more “rigid”. This can be shown
easily with the patterns of support at each control point as
shown in Figure 2. Smaller A\ makes the region of interest
at each control point smaller (Figure 2 (a)), and thus each
control point can move more freely without being affected
by appearance changes far from it.

When a new frame arrives, the initial TPS parameters are
set to the ones obtained in the previous frame. In general,
the initialized parameters are expected to be close to the
true ones since the interframe motion in a video is usually
small. However a simple and straightforward application
of our algorithm may not find the correct estimate due to
several reasons. Control points regions without much tex-
ture do not contain sufficient visual information for correct
convergence. Also the classic aperture problem may arise
since when the object moves as, depending on their tex-
ture, some control points may not move along with others.
Hence we start with some large )¢ and update all control
points to follow the global motion by enforcing the warp to
be more rigid, and then repeat with smaller A\;’s to capture
local non-rigid deformations until we have a good estimate.

4. Experiments

We apply the proposed algorithm to model non-rigid mo-
tion in videos with large shape deformation and pose vari-
ation. Some empirical results are presented in this sec-
tion and more can be found in the accompanied videos at
http://vision.ucsd.edu/ " jwlim/tps/.

We first illustrate that our algorithm is able to handle the
articulated hand motions. Figure 3 shows how the TPS con-
trol points area estimated in order to account for non-rigid
hand motion. In this video, a hand is moving with fingers
stretched outward and inward with a dark background. One
may think that simple background facilitates this motion es-
timation problem easy. However, the simple background
also introduces stability problem as many control points are
located in the background. Since there is little information
near the extents of control points located in the background,
such points can be easily affected by image noise. Never-
theless with the our stiff-to-flexible approach, we are able to
maintain global arrangement of the control point correctly
throughout the sequence.

In our experiments, the template is initialized with a neu-
tral hand image and a 8 x8 grid of 64 control points is em-
ployed to model hand motion. There is no strict restriction
on how the control points are laid out on the grid, however
a uniform grid is preferable since the support for each con-
trol point becomes similar to each other. Figure 2 shows

Proceedings of the 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’OS% o
1063-6919/05 $%186r6566%ﬁiﬁ§e limited to: Univ of Calif San Diego. Downloaded on March 12,2024 at 23:05:39 UTC from IEEE Xplore. Restrictions apply.



Proceedings of the 2005 IEEE Computer Socie

Figure 3. Articulated hand motion. The warped images using our stiff-to-flexible TPS approach are shown from left to right on the bottom
row, followed by the mismatch error of the final warped image, and the template on the far right.

how the support for each control points looks like. Note
also that there is a scarce of texture information and thus it
is difficult for to extract features or establish feature point
correspondences between frames. Consequently algorithms
using features will not model such hand motion well.

The second test video contains a tiger strolling around as
Figure 4 shows the proposed algorithm is able to account
for the non-rigid object motion in the torso region of this
tiger. Like the articulated hand motion, the torso region de-
forms non-rigidly as the tiger strolls, thereby easily defeat-
ing methods that only models rigid motion. As presented
in this figure, the proposed algorithm models the motion
details of the torso region accurately as the warped image
regions match the templates well. Note that our algorithm
does not use any specific feature points to model non-rigid
motion, but rather minimizes the mismatch error between
the warped image as well as the template. Nevertheless, the
proposed algorithm fails to model the motion well after the
40th frame due to motion blur and abrupt camera motion.

The third video contains a male who changes his facial
expression and pose throughout this video. The motion de-
tails and shape deformation cannot be modeled well with
affine transformation alone. Nevertheless, our algorithm is
able to faithfully account for motion details as shown in Fig-
ure 5. In the figure, the warped images from stiff-to-flexible
are shown from left to right, followed by mismatch reside
of the final warped image and the temple shown on the far
right. The results show that our algorithm is able to model
motion caused by facial expression and pose variation. The
bottom row shows the basis for the TPS warping, thereby
enabling us to analyze facial motions.

5. Concluding Remarks

We have described a direct method for estimating non-
rigid object motion from its appearance without resorting to
sparse point correspondences. Explicitly establishing point
correspondences may not be robust when there are only few
distinguishable feature points in images, and estimating the
TPS coefficients in every video frame is computationally
expensive. We develop an efficient algorithm to compute
non-rigid warps in a video sequence when the template and
the control points are fixed. The proposed stiff-to-flexible
approach enables us to estimate the TPS parameters ro-
bustly.

Our future work will focus on applications of the pro-
posed method for motion analysis and recognition. We will
also extend our visual tracking algorithms [15, 16] to handle
non-rigid object motion with the presented algorithm.
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