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ABSTRACT

We present a probabilistic method to detect human
faces using a mixture of factor analyzers. One char-
acteristic of this mixture model is that it concurrently
performs clustering and, within each cluster, local di-
mensionality reduction. A wide range of face images
including ones in different poses, with different expres-
sions and under different lighting conditions are used
as the training set to capture the variations of human
faces. In order to fit the mixture model to the sam-
ple face images, the parameters are estimated using an
EM algorithm. Experimental results show that faces
in different poses, with different facial expressions, and
under different lighting conditions are accurately de-
tected by our method.

1. INTRODUCTION

Images of human faces are central to intelligent human
computer interaction. Much research is being done in-
volving face images, including face recognition, face
tracking, pose estimation, expression recognition and
gesture recognition. However, most existing methods
on these topics assume human faces in an image or an
image sequence have been identified and localized. To
build a fully automated system that extracts informa-
tion from images of human faces, it is essential to de-
velop robust and efficient algorithms to detect human
faces.

Given a single image or a sequence of images, the
goal of face detection is to identify and locate all of the
human faces regardless of their positions, scales, orien-
tations, poses and lighting conditions. This is a chal-
lenging problem because human faces are highly non-
rigid objects with a high degree of variability in size,
shape, color and texture. Most recent methods for face
detection can only detect upright, frontal faces under
certain lighting conditions. In this paper, we present
a method that uses a mixtures of factor analyzers to

detect faces with different features and expressions, in
different poses, and under different lighting conditions.

Since the images of a human face lie in a complex
subset of the image space that is unlikely to be modeled
by a single linear subspace, we use a mixture of linear
subspaces to model the distribution of face and nonface
patterns. Factor analysis (FA), a statistical method
for modeling the covariance structure of high dimen-
sional data using a small number of latent variables,
has some analogues with principal component analy-
sis (PCA). However PCA, unlike FA, does not define a
proper density model for the data since the cost of cod-
ing a data point is equal anywhere along the principal
component subspace (i.e. the density is unnormalized
along these directions). Further, PCA is not robust
to independent noise in the features of the data since
the principal components maximizes the variances of
the input data, thereby retaining unwanted variations.
Hinton et al. have applied FA to digit recognition and
they compare the performance of PCA and FA models
[9]. A mixture model of factor analyzers has recently
been extended [6] and applied to face recognition [5].
Both studies show that FA performs better than PCA
in digit and face recognition. Since pose, orientation,
expression, and lighting affect the appearance of a hu-
man face, the distribution of faces in the image space
can be better represented by a mixture of subspaces
where each subspace captures certain characteristics of
certain face appearances. We present a probabilistic
method that uses a mixture of factor analyzers (MFA)
to detect faces with wide variations. The parameters
in the mixture model are estimated using an EM algo-
rithm.

To capture the variations in face patterns, we use
a set of 1,681 face images from Olivetti [17], UMIST
[7], Harvard [8], Yale [2] and FERET [13] databases.
Our method has been tested using the databases in [16]
[19] to compare their performances with other methods.
Our experimental results on the data sets used in [16]
[19] (which consist of 145 images with 619 faces) show



that the proposed method performs as well as the re-
ported methods in the literature, yet with fewer false
detects. To further test our method, we collect a set of
80 images containing 252 faces. This data set is rather
challenging since it contains profile faces, faces with ex-
pressions and faces with heavy shadows. Our method
is able to detect most of these faces regardless of their
poses, facial expressions and lighting conditions. Fur-
thermore, our face detector has fewer false detects than
other methods.

2. RELATED WORK

Numerous intensity-based methods have been proposed
recently to detect human faces in a single image or a se-
quence of images. In this section, we give a brief review
of intensity-based face detection methods. See [20] for
a comprehensive survey on face detection. Sung and
Poggio [19] report an example-based learning approach
for locating vertical frontal views of human faces. They
use a number of Gaussian clusters to model the distri-
butions of face and nonface patterns. For computa-
tional efficiency, a subspace spanned by each cluster’s
eigenvectors is then used to compute the evidence of
a face. A small window is moved over all portions of
an image to determine, based on distance metrics mea-
sured in the subspaces, whether a face exists in each
window. In [14], a detection algorithm is proposed that
combines template matching and feature-based detec-
tion method using hierarchical Markov random fields
(MRF) and maximum a posteriori probability (MAP)
estimation. The watershed algorithm is used to seg-
ment an image at some fixed scales and to generate
an image pyramid. To reduce the search, a heuristic
is used to select areas where faces may appear. Lay-
ered processes are used in a MRF to reflect a priori
knowledge about the spatial relationships between fa-
cial features (eye, mouth and the whole face) which are
identified by template matching and gradient of inten-
sity. Detection decision is based on MAP estimation.
Colmenarez and Huang [3] apply Kullback relative in-
formation for maximal discrimination between positive
and negative examples of faces. They use a family of
discrete Markov processes to model the face and back-
ground patterns and estimate the density functions.
Detection of a face is based on the likelihood ratio com-
puted during training. Moghaddam and Pentland [10]
propose a probabilistic method that is based on den-
sity estimation in a high dimensional space using an
eigenspace decomposition. In [16], Rowley et al. use an
ensemble of neural networks to learn face and nonface
patterns for face detection. Schneiderman et al. de-
scribe a probabilistic method based on local appearance

and principal component analysis [18]. Their method
gives some preliminary results on profile face detection.
Finally, hidden Markov models [15], higher order statis-
tics [15], and support vector machines (SVM) [11] [12]
have also been applied to face detection and demon-
strated some success in detecting upright frontal faces
under certain lighting conditions.

3. MIXTURE OF FACTOR ANALYZERS

We fit a mixture model of factor analyzers to the train-
ing samples using an EM algorithm and obtain a dis-
tribution of face patterns. To detect faces, each input
image is scanned with a rectangular window in which
the probability of the current input being a face pat-
tern is calculated. A face is detected if the probability
is above a predefined threshold. We briefly describe
factor analysis and a mixture of factor analyzers in this
section. The details of these models can be found in [1]
[6].

3.1. Factor Analysis

Factor analysis is a statistical model in which the ob-
served vector is partitioned into an unobserved system-
atic part and an unobserved error part. The system-
atic part is taken as a linear combination of a relatively
small number of unobserved factor variables while the
components of the error vector are considered as uncor-
related or independent. From another point of view,
factor analysis gives a description of the interdepen-
dence of a set of variables in terms of the factors with-
out regard to the observed variability. In this model,
a d-dimensional real-valued observable data vector z
is modeled using a p-dimensional vector of real-valued
factors z where p is generally much smaller than d. The
generative model is given by:

z=Az+u (1)

where A is known as the factor loading matriz. The
factors z are assumed to be N(0, ) distributed (zero-
mean independent normals with unit variance). The d-
dimensional random variable u is distributed A(0, ¥)
where VU is a diagonal matrix, due to the assumption
that the observed variables are independent given the
factors. According to this model, z is therefore dis-
tributed with zero mean and covariance ¥ = AAT + U,
The goal of factor analysis is to find the A and ¥ that
best model the covariance structure of z. The factor
variables z model correlations between the elements of
x, while the u variables account for independent noise
in each element z. The p factors play the same role
as the principal components in PCA, i.e. they are in-
formative projections of the data. Given A and ¥, the



expected value of the factors can be computed through
the linear projections:

Elz|z] = Bz (2)

E[z2zT|z] = I — BA + Bz BT (3)
where 3 = ATY 1,

3.2. Mixture Model

In this section, we consider a mixture of m factor an-
alyzers (indexed by j,j7 = 1,...,m) where each factor
analyzer has the same number of p factors and each fac-
tor analyzer has a different mean p;. The generative
model obeys the mixture distribution:

Pz) =3 / P(zlz, j)PGi)P()dz  (4)
j=1

where

P(z|j) = P(z) = N(0,1) (5)
P($|Z,j)=N(/~‘j+AJ’Za‘I’) (6)

The parameters of this mixture model are {(u;, A;)7L;,
7w, ¥} where 7 is the vector of adaptable mixing pro-
portions, m; = P(j). The latent variables in this model
are the factors z and the mixture indicator variable j,
where j = 1 when the data point is generated by the
first factor analyzer.

Given a set of training images, the EM algorithm
[4] is used to estimate { (u;,A;)7L;, m, ¥}. For the
E-step of the EM algorithm, we need to compute ex-
pectations of all the interactions of the hidden variables
that appear in the log likelihood.

E[jz|z"] = E[j|z"]E[2|5, )] (7)
E[jzz"|2W] = E[j|zW]E[2"|j,2P]  (8)
Defining

hij = Bljlz®] oc P(2V, j) = mN (@) = pj, ;AT +0)
)

and using equations (2) and (6), we obtain
E[jz|e")] = hijB;(z") — uy) (10)

where 3; = Af(AjAf)’l. Similarly, using equations
(3) and (8), we obtain

Eljzz"|21] = hi; (I=B;A;+6; (2" =) (21 —113) " B)

(11)
The EM algorithm for mixture of factor analyzers can
be stated as follows:

o E-step: Compute E[j|z¥], E[z |z®) | j] and E[227|
z(t),j] for all data points 7 and mixture compo-
nents j.

e M-step: Solve a set of linear equations for 7,
Aj, pj and ¥,

The mixture of factor analyzers is essentially a reduced
dimensionality mixture of Gaussians. Each factor ana-
lyzer fits a Gaussian to a portion of the data, weighted
by the posterior probabilities, h;;. Since the covari-
ance matrix for each Gaussian is specified through the
lower dimensional factor loading matrices, the model
has mpd + d, rather than md(d+ 1)/2 parameters ded-
icated to modeling covariance structure in high dimen-
sions.

3.3. Detecting Face Patterns

To detect faces, each input image is scanned with a
rectangular window in which the probability of there
being a face pattern is estimated as given in equation
(4). A face is detected if the probability is above a pre-
defined threshold. In order to detect faces of different
scales, each input image is repeatedly subsampled by a
factor of 1.2 and scanned through for 10 iterations.

4. EXPERIMENTAL RESULTS

We use a set of 1,411 faces images from Olivetti [17],
UMIST [7], Harvard [8], Yale [2] and FERET [13] data
sets. to capture the variations in face patterns. Each
image is manually cropped and normalized such that
all the images are aligned and the size of each image is
20 x 20. We fit a mixture model of factor analyzers to
these face samples using the EM algorithm described
in Section 3.2 and obtain a distribution of face images
as equation (4). To detect faces, each input image is
scanned with a rectangular window in which the prob-
ability of their being face pattern is calculated. A face
is detected if the probability of being face pattern is
above a predefined threshold. In order to detect faces
of different scales, each input image is subsampled by a
factor of 1.2 and scanned through for 10 iterations. We
test the resulting mixture model on both the training
face images and test sets of images used by Sung [19]
and Rowley [16]. Figure 1 shows the results of some test
images (See http://vision.ai.uiuc.edu/ mhyang/ mfa.
html for more results). Note that most profile faces
and faces with shadows are detected by our method.
It is difficult to evaluate the performance of differ-
ent methods even though they use the same benchmark
data sets because different criteria (e.g. training time,



Figure 1: Sample experimental results using our method on images from two benchmark data sets. Every detected

face is shown with an enclosing window.

number of training examples involved, execution time,
number of scanned windows in detection) can be ap-
plied to favor one over another. Also, one can tune the
parameters of one’s method to increase the detect rates
while increasing also the number of false detects. The
methods using neural networks [16], and naive Bayes
[18] report several experimental results based on differ-
ent sets of parameters. Table 1 summarizes the best
detect rates and corresponding false detects of these
methods in two test sets. Experimental results on test
set 1, which consists of 130 images (483 faces) excluding
5 images of hand drawn faces, show that our method
has detection performance comparable to [16] and [18].
Test set 2 consists of 20 images (136 faces) with dif-
ferent poses, expressions and faces with shadows. Our
method performs equally well in detecting these faces.
It is not clear how other methods perform in detect-
ing profile faces, face with expressions, and faces with
shadows.

5. CONCLUSION

We have described a probabilistic method to detect
human faces regardless of their poses, facial expres-
sions and effects of lighting conditions. Our method

fits a mixture of factor analyzers to estimate the den-
sity function of face images. Experimental results show
that our method has performance comparable to some
of the best algorithms currently available in detecting
upright frontal faces and can detect faces in different
poses and facial expressions regardless of lighting con-
ditions.

The contributions of this paper are summarized as
follows. First, we introduce a projection method that
performs better than PCA. Consequently, the classi-
fication in the linear subspace is better. Second, we
apply a mixture model such that the linear subspaces
can better capture the variations of face patterns. Al-
though some methods [10] [19] have applied mixture
models, they use PCA for projection which is not opti-
mal for classification in subspaces. On the other hand,
it is not clear how SVM performs in face detection since
the study in [11] has applied SVM on a rather small test
set with 136 faces. It will be of great interest to com-
pare our method with SVM on a large test set since
SVM aims to find the optimal hyperplane that mini-
mizes the generalization error under the theoretical up-
per bounds.



Table 1: Experimental results on face detection

Proposed Method Rowley [16] Schneiderman [18]
Detection | False Detection | False Detection | False
Rate Alarms Rate Alarms Rate Alarms
Test set 1 (125 images, 483 faces) [16] 92.3% 82 92.5% 862 93.0% 88
Test set 2 (20 images, 136 faces) [19] 89.4% 3 76.8% 5 89.8% 3
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