
FACE DETECTION USING A MIXTURE OF FACTOR ANALYZERSMing-Hsuan Yang? Narendra Ahujay David Kriegman?Department of Computer Siene? Department of Eletrial and Computer EngineeringyUniversity of Illinois at Urbana-Champaign, Urbana, IL 61801E-mail: fmyang1, n-ahuja, kriegmang�uiu.eduWeb Page: http://vision.ai.uiu.eduABSTRACTWe present a probabilisti method to detet humanfaes using a mixture of fator analyzers. One har-ateristi of this mixture model is that it onurrentlyperforms lustering and, within eah luster, loal di-mensionality redution. A wide range of fae imagesinluding ones in di�erent poses, with di�erent expres-sions and under di�erent lighting onditions are usedas the training set to apture the variations of humanfaes. In order to �t the mixture model to the sam-ple fae images, the parameters are estimated using anEM algorithm. Experimental results show that faesin di�erent poses, with di�erent faial expressions, andunder di�erent lighting onditions are aurately de-teted by our method.1. INTRODUCTIONImages of human faes are entral to intelligent humanomputer interation. Muh researh is being done in-volving fae images, inluding fae reognition, faetraking, pose estimation, expression reognition andgesture reognition. However, most existing methodson these topis assume human faes in an image or animage sequene have been identi�ed and loalized. Tobuild a fully automated system that extrats informa-tion from images of human faes, it is essential to de-velop robust and eÆient algorithms to detet humanfaes.Given a single image or a sequene of images, thegoal of fae detetion is to identify and loate all of thehuman faes regardless of their positions, sales, orien-tations, poses and lighting onditions. This is a hal-lenging problem beause human faes are highly non-rigid objets with a high degree of variability in size,shape, olor and texture. Most reent methods for faedetetion an only detet upright, frontal faes underertain lighting onditions. In this paper, we presenta method that uses a mixtures of fator analyzers to

detet faes with di�erent features and expressions, indi�erent poses, and under di�erent lighting onditions.Sine the images of a human fae lie in a omplexsubset of the image spae that is unlikely to be modeledby a single linear subspae, we use a mixture of linearsubspaes to model the distribution of fae and nonfaepatterns. Fator analysis (FA), a statistial methodfor modeling the ovariane struture of high dimen-sional data using a small number of latent variables,has some analogues with prinipal omponent analy-sis (PCA). However PCA, unlike FA, does not de�ne aproper density model for the data sine the ost of od-ing a data point is equal anywhere along the prinipalomponent subspae (i.e. the density is unnormalizedalong these diretions). Further, PCA is not robustto independent noise in the features of the data sinethe prinipal omponents maximizes the varianes ofthe input data, thereby retaining unwanted variations.Hinton et al. have applied FA to digit reognition andthey ompare the performane of PCA and FA models[9℄. A mixture model of fator analyzers has reentlybeen extended [6℄ and applied to fae reognition [5℄.Both studies show that FA performs better than PCAin digit and fae reognition. Sine pose, orientation,expression, and lighting a�et the appearane of a hu-man fae, the distribution of faes in the image spaean be better represented by a mixture of subspaeswhere eah subspae aptures ertain harateristis ofertain fae appearanes. We present a probabilistimethod that uses a mixture of fator analyzers (MFA)to detet faes with wide variations. The parametersin the mixture model are estimated using an EM algo-rithm.To apture the variations in fae patterns, we usea set of 1,681 fae images from Olivetti [17℄, UMIST[7℄, Harvard [8℄, Yale [2℄ and FERET [13℄ databases.Our method has been tested using the databases in [16℄[19℄ to ompare their performanes with other methods.Our experimental results on the data sets used in [16℄[19℄ (whih onsist of 145 images with 619 faes) show



that the proposed method performs as well as the re-ported methods in the literature, yet with fewer falsedetets. To further test our method, we ollet a set of80 images ontaining 252 faes. This data set is ratherhallenging sine it ontains pro�le faes, faes with ex-pressions and faes with heavy shadows. Our methodis able to detet most of these faes regardless of theirposes, faial expressions and lighting onditions. Fur-thermore, our fae detetor has fewer false detets thanother methods.2. RELATED WORKNumerous intensity-basedmethods have been proposedreently to detet human faes in a single image or a se-quene of images. In this setion, we give a brief reviewof intensity-based fae detetion methods. See [20℄ fora omprehensive survey on fae detetion. Sung andPoggio [19℄ report an example-based learning approahfor loating vertial frontal views of human faes. Theyuse a number of Gaussian lusters to model the distri-butions of fae and nonfae patterns. For omputa-tional eÆieny, a subspae spanned by eah luster'seigenvetors is then used to ompute the evidene ofa fae. A small window is moved over all portions ofan image to determine, based on distane metris mea-sured in the subspaes, whether a fae exists in eahwindow. In [14℄, a detetion algorithm is proposed thatombines template mathing and feature-based dete-tion method using hierarhial Markov random �elds(MRF) and maximum a posteriori probability (MAP)estimation. The watershed algorithm is used to seg-ment an image at some �xed sales and to generatean image pyramid. To redue the searh, a heuristiis used to selet areas where faes may appear. Lay-ered proesses are used in a MRF to reet a prioriknowledge about the spatial relationships between fa-ial features (eye, mouth and the whole fae) whih areidenti�ed by template mathing and gradient of inten-sity. Detetion deision is based on MAP estimation.Colmenarez and Huang [3℄ apply Kullbak relative in-formation for maximal disrimination between positiveand negative examples of faes. They use a family ofdisrete Markov proesses to model the fae and bak-ground patterns and estimate the density funtions.Detetion of a fae is based on the likelihood ratio om-puted during training. Moghaddam and Pentland [10℄propose a probabilisti method that is based on den-sity estimation in a high dimensional spae using aneigenspae deomposition. In [16℄, Rowley et al. use anensemble of neural networks to learn fae and nonfaepatterns for fae detetion. Shneiderman et al. de-sribe a probabilistimethod based on loal appearane

and prinipal omponent analysis [18℄. Their methodgives some preliminary results on pro�le fae detetion.Finally, hidden Markov models [15℄, higher order statis-tis [15℄, and support vetor mahines (SVM) [11℄ [12℄have also been applied to fae detetion and demon-strated some suess in deteting upright frontal faesunder ertain lighting onditions.3. MIXTURE OF FACTOR ANALYZERSWe �t a mixture model of fator analyzers to the train-ing samples using an EM algorithm and obtain a dis-tribution of fae patterns. To detet faes, eah inputimage is sanned with a retangular window in whihthe probability of the urrent input being a fae pat-tern is alulated. A fae is deteted if the probabilityis above a prede�ned threshold. We briey desribefator analysis and a mixture of fator analyzers in thissetion. The details of these models an be found in [1℄[6℄.3.1. Fator AnalysisFator analysis is a statistial model in whih the ob-served vetor is partitioned into an unobserved system-ati part and an unobserved error part. The system-ati part is taken as a linear ombination of a relativelysmall number of unobserved fator variables while theomponents of the error vetor are onsidered as unor-related or independent. From another point of view,fator analysis gives a desription of the interdepen-dene of a set of variables in terms of the fators with-out regard to the observed variability. In this model,a d-dimensional real-valued observable data vetor xis modeled using a p-dimensional vetor of real-valuedfators z where p is generally muh smaller than d. Thegenerative model is given by:x = �z + u (1)where � is known as the fator loading matrix. Thefators z are assumed to be N (0; I) distributed (zero-mean independent normals with unit variane). The d-dimensional random variable u is distributed N (0;	)where 	 is a diagonal matrix, due to the assumptionthat the observed variables are independent given thefators. Aording to this model, x is therefore dis-tributed with zero mean and ovariane � = ��T +	.The goal of fator analysis is to �nd the � and 	 thatbest model the ovariane struture of x. The fatorvariables z model orrelations between the elements ofx, while the u variables aount for independent noisein eah element x. The p fators play the same roleas the prinipal omponents in PCA, i.e. they are in-formative projetions of the data. Given � and 	, the



expeted value of the fators an be omputed throughthe linear projetions:E[zjx℄ = �x (2)E[zzT jx℄ = I � �� + �xxT�T (3)where � = �T��1.3.2. Mixture ModelIn this setion, we onsider a mixture of m fator an-alyzers (indexed by j; j = 1; : : : ;m) where eah fatoranalyzer has the same number of p fators and eah fa-tor analyzer has a di�erent mean �j . The generativemodel obeys the mixture distribution:P (x) = mXj=1 Z P (xjz; j)P (zjj)P (j)dz (4)where P (zjj) = P (z) = N (0; I) (5)P (xjz; j) = N (�j +�jz;	) (6)The parameters of this mixture model are f(�j , �j)mj=1,�, 	g where � is the vetor of adaptable mixing pro-portions, �j = P (j). The latent variables in this modelare the fators z and the mixture indiator variable j,where j = 1 when the data point is generated by the�rst fator analyzer.Given a set of training images, the EM algorithm[4℄ is used to estimate f (�j ;�j)mj=1, �, 	g. For theE-step of the EM algorithm, we need to ompute ex-petations of all the interations of the hidden variablesthat appear in the log likelihood.E[jzjx(t)℄ = E[jjx(t)℄E[zjj; x(t)℄ (7)E[jzzT jx(t)℄ = E[jjx(t)℄E[zzT jj; x(t)℄ (8)De�ninghij = E[jjx(t)℄ / P (x(t); j) = �iN (x(t)��j ;�j�Tj +	)(9)and using equations (2) and (6), we obtainE[jzjx(t)℄ = hij�j(x(t) � �j) (10)where �j � �Tj (�j�Tj )�1. Similarly, using equations(3) and (8), we obtainE[jzzT jx(t)℄ = hij(I��j�j+�j(x(t)��j)(x(t)��j)T�Tj )(11)The EM algorithm for mixture of fator analyzers anbe stated as follows:

� E-step: ComputeE[jjx(t)℄, E[z jx(t) ; j℄ and E[zzT jx(t); j℄ for all data points i and mixture ompo-nents j.� M-step: Solve a set of linear equations for �j ,�j , �j and 	.The mixture of fator analyzers is essentially a redueddimensionality mixture of Gaussians. Eah fator ana-lyzer �ts a Gaussian to a portion of the data, weightedby the posterior probabilities, hij . Sine the ovari-ane matrix for eah Gaussian is spei�ed through thelower dimensional fator loading matries, the modelhas mpd+ d, rather than md(d+1)=2 parameters ded-iated to modeling ovariane struture in high dimen-sions.3.3. Deteting Fae PatternsTo detet faes, eah input image is sanned with aretangular window in whih the probability of therebeing a fae pattern is estimated as given in equation(4). A fae is deteted if the probability is above a pre-de�ned threshold. In order to detet faes of di�erentsales, eah input image is repeatedly subsampled by afator of 1.2 and sanned through for 10 iterations.4. EXPERIMENTAL RESULTSWe use a set of 1,411 faes images from Olivetti [17℄,UMIST [7℄, Harvard [8℄, Yale [2℄ and FERET [13℄ datasets. to apture the variations in fae patterns. Eahimage is manually ropped and normalized suh thatall the images are aligned and the size of eah image is20� 20. We �t a mixture model of fator analyzers tothese fae samples using the EM algorithm desribedin Setion 3.2 and obtain a distribution of fae imagesas equation (4). To detet faes, eah input image issanned with a retangular window in whih the prob-ability of their being fae pattern is alulated. A faeis deteted if the probability of being fae pattern isabove a prede�ned threshold. In order to detet faesof di�erent sales, eah input image is subsampled by afator of 1.2 and sanned through for 10 iterations. Wetest the resulting mixture model on both the trainingfae images and test sets of images used by Sung [19℄and Rowley [16℄. Figure 1 shows the results of some testimages (See http://vision.ai.uiu.edu/ mhyang/ mfa.html for more results). Note that most pro�le faesand faes with shadows are deteted by our method.It is diÆult to evaluate the performane of di�er-ent methods even though they use the same benhmarkdata sets beause di�erent riteria (e.g. training time,



Figure 1: Sample experimental results using our method on images from two benhmark data sets. Every detetedfae is shown with an enlosing window.number of training examples involved, exeution time,number of sanned windows in detetion) an be ap-plied to favor one over another. Also, one an tune theparameters of one's method to inrease the detet rateswhile inreasing also the number of false detets. Themethods using neural networks [16℄, and naive Bayes[18℄ report several experimental results based on di�er-ent sets of parameters. Table 1 summarizes the bestdetet rates and orresponding false detets of thesemethods in two test sets. Experimental results on testset 1, whih onsists of 130 images (483 faes) exluding5 images of hand drawn faes, show that our methodhas detetion performane omparable to [16℄ and [18℄.Test set 2 onsists of 20 images (136 faes) with dif-ferent poses, expressions and faes with shadows. Ourmethod performs equally well in deteting these faes.It is not lear how other methods perform in detet-ing pro�le faes, fae with expressions, and faes withshadows. 5. CONCLUSIONWe have desribed a probabilisti method to detethuman faes regardless of their poses, faial expres-sions and e�ets of lighting onditions. Our method

�ts a mixture of fator analyzers to estimate the den-sity funtion of fae images. Experimental results showthat our method has performane omparable to someof the best algorithms urrently available in detetingupright frontal faes and an detet faes in di�erentposes and faial expressions regardless of lighting on-ditions.The ontributions of this paper are summarized asfollows. First, we introdue a projetion method thatperforms better than PCA. Consequently, the lassi-�ation in the linear subspae is better. Seond, weapply a mixture model suh that the linear subspaesan better apture the variations of fae patterns. Al-though some methods [10℄ [19℄ have applied mixturemodels, they use PCA for projetion whih is not opti-mal for lassi�ation in subspaes. On the other hand,it is not lear how SVM performs in fae detetion sinethe study in [11℄ has applied SVM on a rather small testset with 136 faes. It will be of great interest to om-pare our method with SVM on a large test set sineSVM aims to �nd the optimal hyperplane that mini-mizes the generalization error under the theoretial up-per bounds.
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