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Abstract
Cost-sensitive multiclass classification has re-
cently acquired significance in several appli-
cations, through the introduction of multi-
class datasets with well-defined misclassification
costs. The design of classification algorithms for
this setting is considered. It is argued that the
unreliable performance of current algorithms is
due to the inability of the underlying loss func-
tions to enforce a certain fundamental underlying
property. This property, denoted guess-aversion,
is that the loss should encourage correct classi-
fications over the arbitrary guessing that ensues
when all classes are equally scored by the clas-
sifier. While guess-aversion holds trivially for
binary classification, this is not true in the mul-
ticlass setting. A new family of cost-sensitive
guess-averse loss functions is derived, and used
to design new cost-sensitive multiclass boosting
algorithms, denoted GEL- and GLL-MCBoost.
Extensive experiments demonstrate (1) the im-
portance of guess-aversion and (2) that the GLL
loss function outperforms other loss functions for
multiclass boosting.

1. Introduction
Boosting methods play an important role in classification
problems. A prominent example is the Viola-Jones face
detection algorithm (Viola & Jones, 2001c) which utilizes
a classifier cascade designed with AdaBoost (Freund &
Schapire, 1996). Other, more recent, applications include
pedestrian and object detection (Dollár et al., 2010; Tor-
ralba et al., 2004). However, while boosting classifiers are
traditionally trained to minimize the error rate, in many ap-
plications some errors are more costly than others. For ex-
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ample, in ImageNet (Deng et al., 2009) the cost of misclas-
sification between, e.g., ‘Mountain Gorilla’ and ‘Western
Lowland Gorilla’ is lower than, say, ‘Giraffe’ and ‘Chair’.
This leads to the more general problem of cost-sensitive
multiclass classification, where misclassification costs are
specified through a cost matrix. For this problem, cur-
rent cost-sensitive extensions of multiclass boosting meth-
ods, such as AdaBoost.M2 (Freund & Schapire, 1996), fre-
quently result in sub-optimal classifiers (Lozano & Abe,
2008). The problem of binary cost-sensitive learning
has received significant attention in the last decade. Early
work by (Elkan, 2001) established some fundamental re-
sults for learning algorithms that operate in this scenario.
This work recommends the explicit computation of class-
conditional probabilities from the training set, and the use
of these probabilities to obtain optimal decision bound-
aries, using Bayes rule. A popular example of this strat-
egy is the MetaCost algorithm (Domingos, 1999), which
estimates posterior class probabilities through bootstrap-
ping of the training data. The major difficulty of this ap-
proach is to obtain accurate conditional probability esti-
mates. In fact, (Masnadi-Shirazi & Vasconcelos, 2011) an-
alyzed this scheme and noted that large-margin methods,
such as boosting, only accurately predict class-conditional
probabilities close to the cost-insensitive decision bound-
ary. In result, the accuracy of probability estimates tends
to be low in the neighborhood of the target cost-sensitive
boundary, leading to sub-optimal cost-sensitive decisions.
Another approach is to modify the loss function of the
boosting algorithm, to take the cost-matrix into account.
This approach has received significant attention in the bi-
nary classification literature, see e.g. AdaCost (Fan et al.,
1999), asymmetric-AdaBoost (Viola & Jones, 2001b), and
the more general framework of (Masnadi-Shirazi & Vas-
concelos, 2011). These methods usually outperform those
based on class-conditional probability estimates. In par-
allel with algorithmic developments, substantial theoreti-
cal work has been devoted to the characterization of dif-
ferent losses, particularly for the binary case. Important

∗The authors assert joint authorship for this work.
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loss properties include classification calibration (Bartlett
et al., 2006; Scott, 2012) and margin maximization (Vap-
nik, 1999). When these properties hold, minimization of
the loss function guarantees consistency with Bayes rule
and bounds on generalization error, respectively.

For the multiclass scenario, cost-sensitive boosting has re-
ceived less attention. (Abe et al., 2004) proposed GBSE,
based on a combined scheme of instance-weighting, ex-
pansion of multiclass labels and gradient descent in func-
tional space (Friedman, 1999; Mason et al., 2000). GBSE
was shown to outperform MetaCost (Domingos, 1999),
as well as Bagging (Breiman, 1996). Later, (Lozano &
Abe, 2008) proposed a cost-sensitive multiclass boosting
method, based on a family of p-norm cost functionals, that
generalized and improved GBSE. Recently, (Wang, 2013)
proposed MultiBoost, which is derived from a simple, yet
intuitive, loss function. Alongside these algorithmic contri-
butions, there have been important theoretical contributions
on multiclass classification. Notably, (Tewari & Bartlett,
2007; Ramaswamy & Agarwal, 2012) generalized the con-
cept of classification consistency to the multiclass scenario.
Other concepts, such as margin maximization are still valid
for cost-sensitive multiclass classification. However, losses
with these properties do not always produce robust classi-
fiers in practice.

In this work we argue that this is because in the multi-
class setting, losses with all the above properties may fail
to enforce a simple and intuitive property. This property,
which we denote by guess-aversion, is that the loss should
encourage correct classifications over the arbitrary guess-
ing that ensues when all classes are equally scored by the
classifier. We show that, while this property holds trivially
for most binary and multiclass loss functions, this is not
true for the cost-sensitive multiclass setting. In fact, loss
functions that have lately become popular for cost-sensitive
multiclass classification such as (Wang, 2013) do not ex-
hibit it. We then derive a family of cost-sensitive guess-
averse loss functions, and use them to derive cost-sensitive
extensions of MCBoost (Saberian & Vasconcelos, 2011),
denoted GEL- and GLL-MCBoost. Experiments on UCI
data and a large-scale biological computer vision dataset
show 1) the empirical importance of guess-aversion, and
2) that the GLL loss function outperforms alternative loss
functions for cost-sensitive multiclass boosting.

Contributions: This work makes three main contribu-
tions: 1) introduces the concept of guess-averse classifi-
cation losses and empirically demonstrates its importance,
2) proposes a family of guess-averse cost-sensitive multi-
class losses, and 3) show that the GLL loss function out-
performs alternative loss functions for cost-sensitive mul-
ticlass boosting. The MATLAB implementation of the pro-
posed boosting algorithms, along with experimental details

is available in supplementary material1.

2. Problem Definition
A multiclass classifier h(x) is a measurable mapping from
an example x ∈ X to a class label z ∈ {1, . . .M}. This
mapping is commonly of the form

h(x) = argmaxk Sk(x) k = 1 . . .M, (1)

where Sk : X → R is a real-valued function, that is de-
noted the score of class k for example x. Sk(x) reflects the
confidence of the classifier h(x) in the assignment of x to
class k. The performance of a classifier, h(x), is evaluated
by its classification risk

R[h] = E
{
CZ,h(X)

}
(2)

where C is a M ×M cost matrix which encodes the cost
Cj,k ≥ 0 of classifying an example from class j into class
k. We always assume Cj,j = 0 ∀j and

∑M
k=1 Cj,k > 0,∀j.

If Cj,k = 1 ∀j 6= k, the classification problem is said to be
cost-insensitive. The optimal classifier, i.e. that of minimal
riskR[h], implements Bayes decision rule

h∗(x) = argmink

M∑
j=1

ηj(x)Cj,k, (3)

where
ηj(x) = PZ|X(j|x) j = 1 . . .M (4)

is the posterior probability of class j (Lee et al., 2004). For
classifier learning, the risk of (2) is approximated by the
empirical risk

R̂[h] =
1

n

∑
(xi,zi)∈D

Czi,h(xi), (5)

where D = {(xi, zi)}n1 is a training set.

Modern learning algorithms, such as boosting, rely on a
surrogate loss function L[C, z, S(x)] of the cost matrix C,
class-label z, and score function S : X → RM . The opti-
mal score function

SL
∗

= argminS RL[S], (6)

minimizes the risk defined by this loss

RL[S] = EX,Z{L[C, z, S(x)]} (7)

which, in practice, is approximated by

R̂L[S] =
1

n

n∑
i=1

L[C, zi, S(xi)]. (8)

1A detailed reply to the issues raised by the reviewers of the
original submission of the paper is also part of this material.
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Figure 1. Sets Sk for a 3-class classification problem. The blue
lines correspond to decision boundaries.

The choice of loss function L(C, z, S(x) significantly im-
pacts the classification performance of the optimal score
function SL

∗
(x). Surrogate loss functions have been the

subject of extensive research in the last decade (Bartlett
et al., 2006; Vapnik, 1999; Tewari & Bartlett, 2007). A
number of desirable properties, for both the binary and
multiclass classification settings, have been identified in-
cluding:

Classification Calibration: A loss L is classification cali-
brated if the use of SL

∗
(x) in (1) results in the same deci-

sion as the Bayes rule of (3) (Bartlett et al., 2006; Tewari &
Bartlett, 2007).

Margin Maximizing: Given a training pair (x, z), a loss L
is margin maximizing if the minimization of R̂L results in
the maximization of the margin

M(z, S(x)) = Sz(x)−max
k 6=z

Sk(x). (9)

It has been shown that margin maximizing losses have
better generalization performance than losses without this
property (Vapnik, 1999).

The importance of these conditions is well established
for cost-insensitive binary classification. The problems
of cost-sensitive and multiclass classification have, how-
ever, proven more elusive. This is particularly true for
cost-sensitive multiclass classification. In our experiments,
losses that satisfy all the conditions above frequently pro-
duce poor decision rules. We argue that this is because in
the multiclass setting, losses with all the properties above
can still lack a simple but important property. We discuss
this property next.

3. Guess-averse losses
We start by defining the support set, or simply support, of
class k.
Definition 1. Support set of class k is set of all score vec-
tors for which Sk is the largest score, i.e.

Sk =
{
S|S ∈ RM , Sk > Sj ∀j 6= k

}
. (10)
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Figure 2. Common binary loss functions. The guess-averse
property is trivially satisfied by these functions, including the
cost-sensitive version of the exponential loss (Masnadi-Shirazi &
Vasconcelos, 2011).

If an example x belongs to class z, then Sz is the set of
scores S(x) for which the decision rule of (1) assigns x
to the correct class. For example Figure 1 shows supports
S1,S2,S3, a the 3-class classification problem2.

We next define arbitrary guess points.

Definition 2. A score vector, S(x) ∈ RM , is an arbitrary
guess point if Sk(x) is independent of k, i.e. Sk(x) =
S1(x) ∀k. The set of all arbitrary guess points is denoted
A.

Arbitrary guess points are the points of maximal uncer-
tainty for the classification rule of (1). Since all classes
have the same score at these points, (1) produces a tie
and the classifier h(x) selects an arbitrary class by guess-
ing. While this is the optimal decision when the probabili-
ties of (4) are indeed identical, it is otherwise sub-optimal.
A sensible loss function should steer learning algorithms
away from arbitrary guess points for large portions of the
example space, X . In particular, the loss should encourage
more correct classifications than arbitrary guesses, by en-
couraging S(x) to be in Sz for the largest possible subset
of X (where z is the label of x). When this is the case,
the loss is said to be averse to guessing. This leads to the
following definition.

Definition 3. A loss L is averse to guessing if for any cost
matrix C, any class z, any S ∈ Sz and any A ∈ A

L(C, z, S) < L(C, z,A). (11)

In binary classification such as boosting or SVM it is com-
mon to assume S1(x) = −S2(x) = f(x). In these
cases, there is only one arbitrary guess point, i.e. A =
{(0, 0)} and guess-aversion reduces to L(C, 1, [0, 0]) >
L(C, 1, [v,−v])∀v ∈ R+. As shown in Figure 2 this prop-
erty holds for all popular binary losses, e.g. the hinge
loss of SVMs (Vapnik, 1999), the logistic loss, the expo-
nential loss of boosting (Freund & Schapire, 1996) and its

2For better illustration in the figures of this paper related to
3-class classification, we assume S3 = −S1−S2, and only show
a 2D projection of the score space
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Figure 3. The guess-averse property for a three class problem: S1 increases along the x-axis, S2 along the y-axis and S3 = −S2−S1

(not shown). The figures show loss surfaces for an example x from class 1, after a vertical shift such that L(C, 1,0) = 0. As in Figure 1,
S1 is the frontal triangle. 3(a) shows a surface plot of the cost-insensitive version of the loss Ls of (12). Point G correspondent to score
vector [3, 2,−5] ∈ S1, violates the guess-averse property, since Ls(C, 1, G) > Ls(C, 1,0). The loss thus prefers arbitrary guessing to
the correct classification. 3(b) shows a surface plot of the cost-insensitive version of the Llog,exp loss of (21). In this case, the guess-
averse constraint is met for all points in S1. 3(c) shows a surface plot of Llog,exp for the cost-sensitive case where C1,2 = 1, C1,3 = 10.
This again has the guess-averse property, but one of the loss surface facets (corresponding to the boundary between S1 and S2) is shifted
away from S1. Note that while H = [1.5, 2,−3.5] is clearly outside S1 it has a lower loss than the origin. The loss function thus prefers
the score of H to that of arbitrary guessing. This is reasonable: since C1,3 is large and mis-classifying x to class 2 has lower risk than
using S = 0, which assigns it to the third class with probability 0.33.

cost-sensitive extensions (Masnadi-Shirazi & Vasconcelos,
2011). In the multiclass case, however, the guess-averse
condition is not as trivial as in the binary case. For exam-
ple, it does not hold for the loss function

Ls(C, z, S(x)) =

M∑
j=1

Cz,je
Sj(x) (12)

where
∑M
j=1 Sj(x) = 0. This loss function is classification

calibrated and popular for both cost-sensitive (Wang, 2013)
and cost-insensitive learning (Lee et al., 2004). To show
that (12) is not guess-averse, note that for [3, 2,−5] ∈ S1

and 0 = [0, 0, 0] ∈ A,

Ls(C, 1, [3, 2,−5]) ≈ 7.4 > Ls(C, 1,0) = 2, (13)

where C is the cost-insensitive cost matrix. Therefore this
loss prefers arbitrary guessing over correct classification,
i.e. Ls is not averse to guessing. Figure 3(a) presents a
plot of Ls(C, 1, S(x))−Ls(C, 1,0) for the cost-insensitive
case.

Similarly, it is shown in Appendix A3 that the loss function

Lt(C, z, S(x)) =
M∑
k=1

M∑
j=1

Cz,je
Sj(x)−Sk(x) (14)

is classification calibrated but not guess-averse.

3Appendices are available in the supplementary material

Finally, it should be noted that the guess-averse prop-
erty has some similarity with the “c-calibration” property
of (Vernet et al., 2011). C-calibration requires that the loss
of correct classification be smaller than the loss of incorrect
classification. However, there are fundamental differences.
First, the guess-averse property is defined using the set of
scores, whereas c-calibration is defined on the probability
simplex. Second, and most important, while the guess-
averse property relies on the comparison between the score
of correct classification and the score of arbitrary guess-
ing, c-calibration compares the score of correct classifica-
tion to all possible incorrect classifications. It is shown in
Appendix B that c-calibration implies guess-aversion, but
the converse is not true. For example, the GLL loss defined
in (21) is guess-averse but not c-calibrated.

3.1. A family of guess-averse losses

We introduce a family of cost-sensitive multiclass loss
functions.
Definition 4. Let x be an example of class z, C a cost
matrix, and S(x) ∈ RM a score vector. Then, for any
measurable functions γ(·) and φ(·) the loss function

Lγ,φ(C, z, S(x)) = γ
(∑M

j=1Cz,jφ(Sz(x)− Sj(x))
)
(15)

is denoted a γ − φ loss.

The following lemma provides a sufficient condition for



Guess-Averse Loss Functions

Lγ,φ to be a guess-averse loss.

Lemma 1. Let γ : R → R be a monotonically increasing
function and φ : R→ R a function satisfying

φ(v) < φ(0) ∀v > 0. (16)

Then, Lγ,φ is a guess-averse loss.

Proof. If example x belongs to class z and if S(x) ∈ Sz
then Sz(x)−Sj(x) > 0 ∀j 6= z. Therefore, it follows from
(16) that

φ(Sz(x)− Sj(x)) < φ(0) ∀j 6= z,

and from the non-negativity of the costs that∑M
j=1Cz,jφ(Sz(x)− Sj(x)) < φ(0)

∑M
j=1Cz,j .

Finally since γ(·) is monotonically increasing

Lγ,φ(C, z, S(x)) < γ
(
φ(0)

∑M
j=1Cz,j

)
. (17)

On the other hand, for any A ∈ A, Aj = A1 ∀j and thus

Lγ,φ(C, z,A) = γ
(∑M

j=1Cz,jφ(Aj −Az)
)

= γ
(
φ(0)

∑M
j=1Cz,j

)
. (18)

It follows from (17) and (18) that ∀S(x) ∈ Sz, ∀A ∈ A

Lγ,φ(C, z, S(x)) < Lγ,φ(C, z,A)

and thus Lγ,φ is guess-averse.

It can be shown that various previous losses in the lit-
erature, such as the pairwise comparison loss of (Zhang,
2004), are γ − φ losses. For binary cost-insensitive classi-
fication, (15) reduces to

Lγ,φ(C, 1, S(x)) = γ (φ(S1(x)− S2(x))) . (19)

Defining the scores as S1(x) = −S2(x) = 1
2f(x) for some

function f(x), and using the identity map for γ, i.e. γ(v) =
v, (15) becomes the standard binary margin loss.

We next define two guess-averse, cost-sensitive multiclass
γ − φ losses. The first, Generalized Exponential Loss
(GEL), is obtained by setting γ(v) = id(v) = v and
φ(v) = e−v

Lid,exp(C, z, S(x)) =
∑M
j=1 Cz,je

Sj(x)−Sz(x). (20)

This is a straightforward cost-sensitive extension of the loss
of (Saberian & Vasconcelos, 2011). For M = 2, GEL re-
duces to the cost-sensitive loss of (Viola & Jones, 2001a).

The second, Generalized Logistic Loss (GLL), is obtained
by setting γ(v) = log(1 + v) and φ(v) = e−v ,

Llog,exp(C, z, S(x)) = log
(

1 +
∑M
j=1Cz,je

Sj(x)−Sz(x)
)
.

(21)
For cost-insensitive classification, this reduces to the mul-
ticlass logistic loss of (Friedman et al., 2000). Figure 3(b)
shows a surface plot of the GLL, for the cost-insensitive
3-class problem.

These two losses have the desired behavior for cost-
sensitive multiclass classification. Assume that z is the
class of example x. If Sz(x) > Sj(x) ∀j 6= z, then all ar-
guments in the exponent of (20) and (21) are negative and
the loss is small. On the other hand, if ∃j | Sj(x) > Sz(x),
then S(x) 6∈ Sj and the loss is larger than Cz,j . This
is sensible, since Cz,j is the cost of assigning x to class
j and j is a possible outcome of (1). Figure 3(c) shows
the loss surface of GLL for an example x from class 1,
with costs C1,2 = 1, C1,3 = 10. Note that the loss is
still guess-averse but one of its facets (corresponding to the
surface between S1 and S2) is shifted away from S1. In
fact, while the point H = [1.5, 2,−3.5] is clearly outside
S1, it has lower loss than the origin 0 ∈ A, which means
that the loss function prefers the score of H to arbitrary
guessing. This is not surprising since using (1) the exam-
ple will be assigned to the second class, incurring a cost
of C1,2 = 1. On the other hand, the score 0 ∈ A force
the classifier to guess arbitrarily, and results in an expected
cost of 1

3C1,1 + 1
3C1,2 + 1

3C1,3 ≈ 3.6.

4. Algorithm
In this section, we derive Boosting algorithms for the two
guess-averse γ − φ losses, Llog,exp of (20) and Lid,exp

of (21), as well as two non guess-averse losses Ls of
(14) and Lt of (12). In principle, these losses can
be combined with any of the existing multiclass boost-
ing approaches, e.g. AdaBoost-M1 & -M2 (Freund &
Schapire, 1996), AdaBoost-MH (Schapire & Singer, 1999),
SAMME (Zhu et al., 2009), AdaBoost-MM (Mukherjee &
Schapire, 2013), or MultiBoost (Shen & Hao, 2011). In
this work, we adopt MCBoost (Saberian & Vasconcelos,
2011) because it simplifies the derivation of the new boost-
ing algorithm and unifies most of the boosting approaches
in the literature. We start by briefly reviewing this method,
referring the reader to the original paper for further details.

4.1. MCBoost

Given an M -class classification problem, MC-
Boost learns a multi-dimensional predictor f(x) =
[f1(x), f2(x) . . . fM−1(x)] ∈ RM−1 by minimizing the
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risk of (8) for cost-insensitive version of (20),

LMC(z, S(x)) =

M∑
j=1

eSj(x)−Sz(x) (22)

where z is the label of example x,

Sk(x) =
1

2
〈yk, f(x)〉, (23)

〈·, ·〉 the Euclidean dot product and Y = {y1, y2, ...ym} a
set of codewords that form a simplex in RM−1 such that∑M
j=1 yj = 0 and ‖yj‖2 = 1 ∀j.

Given a set, G, of weak learners where g(x) ∈ G : X → R,
and a training set D = {(xi, zi)}n1 , MCBoost solves the
optimization problem minf R̂LMC

[f ] =

n∑
i=1

M∑
j=1

e−
1
2 〈yzi−yj ,f(xi)〉

s.t fr ∈ span(G) ∀r = 1 . . .M − 1,

(24)

using coordinate descent in function space (Mason et al.,
2000; Friedman, 1999)4.

In each boosting iteration, for each coordinate r, MCBoost
computes the directional derivative of the risk for an update
of fr(x) along the direction of g(x)

δR̂LMC
[f ; r, g] =

∂R̂LMC
[f + εg1r]

∂ε

∣∣∣∣∣
ε=0

(25)

=

n∑
i=1

∂LMC(zi, (f + εg)(xi)1r)

∂ε

∣∣∣∣
ε=0

(26)

=

n∑
i=1

g(xi)w
r(xi), (27)

with

wr(xi) =
∂

∂fr(xi)

M∑
j=1

e〈f(xi),∆zi,j
〉 (28)

=

M∑
j=1

〈∆zi,j ,1r〉e〈f(xi),∆zi,j
〉, (29)

where ∆zi,j = 1
2 [yj − yzi ] and 1r ∈ RM−1 is a vector

whose rth element is one and the remaining zero. MC-
Boost then selects the best weak learner as

g∗r = argming∈G δR̂LMC
[f ; r, g] (30)

and the optimal step size along g∗r ,

α∗r = argminα∈R R̂LMC
[f + αg∗r1r], (31)

4While we focus on coordinate descent MCBoost, all results
are also valid for gradient descent MCBoost (Saberian & Vascon-
celos, 2011).

Algorithm 1 (GLL, GEL, Ls, Lt)-MCBoost
Input: Number of classes M , a set of codewords Y =
{y1, . . . , yM} ∈ RM−1, a number of iterations T , a
dataset D = {(xi, ci)}ni=1, and a cost matrix C.
Initialization: set f = 0 ∈ Rd
for t = 1 to T do

for r = 1 to M − 1 do
Compute wr(xi) using (34 - 37)
Find g∗r (x), α∗r using (30) and (31)
Update fr(x) := fr(x) + α∗rg

∗
r (x)

end for
end for
Output: decision rule: arg maxj 〈yj , fj(x)〉

is computed with a line search. Finally, the predictor is
updated as

f := [f1, . . . , fr + α∗rg
∗
r , . . . , fM−1]. (32)

Upon convergence, the posterior probabilities of (4) can be
estimated as

PZ|X(j|x) =
e〈yj ,f(x)〉∑M
k=1 e

〈yk,f(x)〉
. (33)

4.2. Cost Sensitive MCBoost

Under the MCBoost framework, deriving a boosting algo-
rithm for the minimization of R̂Lid,exp , R̂Llog,exp , R̂Ls and
R̂Lt

reduces to recomputing directional gradients. Using
(23), (25) and (27), this results in the following definitions
of the boosting weights

wrLid,exp(xi) =

M∑
j=1

Czi,j〈∆zi,j ,1r〉e〈f(xi),∆zi,j
〉 (34)

wrLlog,exp(xi) =

∑M
j=1 Czi,j〈∆zi,j ,1r〉e〈f(xi),∆zi,j

〉

1 +
∑M
j=1 Czi,je

〈f(xi),∆zi,j
〉

(35)

wrLs
(xi) =

M∑
j=1

Czi,j〈yj ,1r〉e〈f(xi),yj〉 (36)

wrLt
(xi) =

M∑
k=1

M∑
j=1

Czi,j〈∆j,k,1r〉e〈f(xi),∆j,k〉 (37)

These cost-sensitive extensions of MC-Boost are presented
in Algorithm 1.

5. Experiments
Various experiments were designed to evaluate the impor-
tance of the guess-averse property. These experiments used
10 UCI datasets and a large scale computer vision dataset
for coral classification (Beijbom et al., 2012).
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Table 1. Characteristics of the used UCI datasets

Dataset #Training #Testing #Attributes # Classes
Breast Tissue 81 25 9 6

Ecoli 258 78 7 8
Image Segmentation 210 2, 100 19 7

Libras 292 68 90 15
Vertebral 239 71 6 3
Vehicle 692 154 18 4
Shuttle 43, 500 14, 500 9 7

Pen Digit 7, 494 3, 498 16 10
Optical Digits 3, 823 1, 797 64 10
Satellite Image 4, 435 2, 000 36 6

We used the boosting algorithm derived in section 4.2 to
compare the performance of the two guess-averse losses
Llog,exp of (20) and Lid,exp of (21), with the two non
guess-averse losses Ls of (14) and Lt of (12). For the sake
of completeness, we also compared these algorithms with
two baseline algorithms 1) the cost-insensitive MCBoost
algorithm of (Saberian & Vasconcelos, 2011) which uses
the loss function of (22) and 2) a cost-sensitive version of
MCBoost, denoted P-MCBoost, which computes posterior
probabilities with (33), and uses them in the cost-sensitive
Bayes decision rule of (3). In all experiments, regression
classifiers were used as weak learners, i.e. g(x) = ax + b
where a, b are found by solving a weighted least square
problem (Friedman et al., 2000). Performance was evalu-
ated by the classification risk of (5) on the test set.

In our experiments, we focus on symmetric cost-matrices
(Cj,k = Ck,j ∀j, k), which are natural for many classifi-
cation problems. For example, when the class structure is
given by a taxonomy one often imposes symmetric mis-
classification costs for class pairs, which vary depending
on class distances in the taxonomical tree. This is the case
for various popular computer vision datasets such as Ima-
geNet (Deng et al., 2009), CalTech birds (Welinder et al.,
2010), or MLC (Beijbom et al., 2012). Other examples are
losses based on ordinal regression or the hamming distance
between class labels (Ramaswamy & Agarwal, 2012).

In summary, since the goal of the experiments was to in-
vestigate the importance of guess-aversion, we fixed the
boosting framework (MCBoost), weak learners (regression
[ax+ b]) and the number of boosting iterations. This setup
enables a fair comparison between the loss functions.

5.1. UCI Datasets

We start with an evaluation on the ten UCI datasets of Ta-
ble 1. For these, training/testing partition are either prede-
fined or the data is randomly split into 80% training and
20% testing. For each dataset, a random symmetric cost
matrix was generated, Cj,k j 6= k drawn uniformly from
[1, 10] ∈ R, and all boosted classifiers were trained with

100 iterations. The procedure was repeated 50 times per
dataset, and the average classification risk of (5) is reported
for each classifier in Table 2. We also ranked the algo-
rithms according to their performance on each dataset. The
average rank is shown in the last row of Table 2.

Several observations can be made. First, according to the
average ranks, all algorithms based on guess-averse losses
had significantly better performance than the non guess-
averse algorithms. Note that, as shown in (Wang, 2013)
and Appendix A, Ls-MCBoost and Lt-MCBoost are cost-
sensitive and classification calibrated, i.e. with infinite
training examples and suitable weak learners they imple-
ment Bayes rule. However, they are outperformed by all
guess-averse losses. In particular, they are outperformed by
GLL-MCBoost, which is not classification calibrated. This
experiment therefore suggests that guess-aversion may be
more important than classification calibration in practice.

Second, GLL-MCBoost consistently outperformed the al-
ternative guess-averse boosting algorithms by a large mar-
gin. Not surprisingly, it has better performance than MC-
Boost, which does not account for the cost matrix. The
gains over GEL-MCBoost have a more subtle justification.
While this is a cost-sensitive method, it can be shown that
the GEL loss is insensitive to symmetric cost-matrices (Ap-
pendix C). This explains why GEL-MCBoost performs on
par with the cost-insensitive MCBoost. On the other hand,
the cost matrix is taken into account by P-MCBoost, which
is based on Bayes rule and posterior probability estimates.
However, as argued by (Masnadi-Shirazi & Vasconcelos,
2011), these estimates are accurate only in the neighbor-
hood of the cost-insensitive decision boundary. Since the
cost-sensitive boundary can be far from its cost-insensitive
counterpart, the posterior estimates can be inaccurate in the
regions of interest for cost-sensitive classification. Still, P-
MCBoost shows an improvement over MCBoost.

5.2. Moorea Labeled Corals

We next evaluated the efficacy of the proposed boosting
algorithm on a large scale computer vision dataset. In
addition to the boosting methods of the previous section,
we compare against three method based on Support Vector
Machines.

Moorea Labeled Corals (MLC) comprises more than 400K
expert annotations on more than 2K coral reef survey im-
ages, assembled over the years 2008−2010 (Beijbom et al.,
2012). MLC has a natural hierarchy. For example, mis-
classification between coral genera is less severe than mis-
classification between coral and algae, or algae and sand.
Using this natural class hierarchy, we derived an appropri-
ate cost-matrix, provided in Appendix D, and used it in all
MLC experiments. We adopted the feature representation
of (Beijbom et al., 2012), and considered all images and
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Table 2. Cost-sensitive classification risk (5) on the UCI datasets. Results indicated as (mean ± standard error) for 50 random cost-
matrix trials. The strongest results for each dataset are marked in bold with significance determined by a paired t-test at the 5% level.

Guess-averse Non guess-averse
Dataset MCBoost P-MCBoost GEL-MCBoost GLL-MCBoost Ls-MCBoost Lt-MCBoost

Breast Tissue 1.83± 0.06 1.63± 0.06 1.72± 0.06 1.48± 0.05 1.88± 0.07 1.83± 0.08
Ecoli 0.96± 0.03 0.84± 0.03 0.94± 0.03 0.82± 0.03 1.12± 0.04 1.21± 0.03

Image Segmentation 0.47± 0.02 0.46± 0.02 0.47± 0.01 0.45± 0.02 0.97± 0.03 1.06± 0.04
Libras 1.24± 0.03 1.16± 0.03 1.31± 0.03 1.01± 0.03 2.32± 0.06 2.43± 0.06

Vertebral 0.81± 0.05 0.77± 0.05 0.77± 0.04 0.78± 0.04 0.87± 0.05 0.92± 0.06
Vehicle 1.42± 0.06 1.41± 0.06 1.41± 0.06 1.40± 0.06 1.59± 0.07 1.55± 0.07
Shuttle 0.36± 0.02 0.33± 0.02 0.36± 0.02 0.17± 0.01 0.83± 0.04 0.86± 0.05

Pen Digits 0.51± 0.01 0.49± 0.01 0.50± 0.01 0.49± 0.01 1.28± 0.03 1.54± 0.04
Satellite Image 0.88± 0.03 0.85± 0.03 0.89± 0.03 0.88± 0.03 1.38± 0.04 1.36± 0.04
Optical Digits 0.26± 0.00 0.24± 0.00 0.27± 0.01 0.26± 0.00 0.64± 0.01 0.81± 0.02

Avg. Rank 3.50 1.70 3.20 1.50 5.30 5.70

annotations from 2008, split randomly 10 times so that 2/3
of the images were used for training and 1/3 for testing.

The boosting baselines of the previous section were com-
plemented by three linear SVM algorithms. The first,
SVM-OVA, implements the popular one-versus-all ap-
proach; the second, SVM-MC, is a multiclass SVM based
on the formulation of (Crammer & Singer, 2002); and
the third, SVM-CSMC, uses the cost-sensitive multiclass
formulation of (Branson et al., 2013). As shown in Ap-
pendix E, loss functions of SVM-MC and SVM-CSMC
are both guess-averse. Among the three SVM algorithms,
SVM-CSMC is the only one that is cost-sensitive. For the
first two methods we use the LIBLINEAR implementation
(Fan et al., 2008), and for the third the publicly available
code of (Branson et al., 2013). Cross-validation was per-
formed on the training set to tune the SVM regulariza-
tion parameter, λ = {10−17 . . . 107}, so as to minimize
the classification risk of (5). The boosting methods were
trained with 500 iterations.

The classification risk of (5) on the test sets are shown in
Figure 4. Again, the two methods based on non guess-
averse losses (Ls-MCBoost and Lt-MCBoost) were signif-
icantly outperformed by the guess-averse methods. Among
the guess-averse methods, cost-insensitive MCBoost was
again the weakest, with a classification risk of ≈ 0.66.
The probability based P-MCBoost and GEL-MCBoost
achieved roughly the same performance. SVM-MC and
SVM-OVA were stronger, achieving a classification risk
≈ 0.64. Nevertheless, their performance was weaker than
those of GLL-MCBoost and SVM-CSMC, which optimize
cost-sensitive and guess-averse losses. These methods had
similar performance, achieving the lowest classification
risks of ≈ 0.62. This similar performance is not surpris-
ing since the GLL loss is a differential approximation of
the multiclass hinge loss function used in SVM-CSMC.
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Figure 4. Cost-sensitive classification risk (5) on Moorea La-
beled Corals. Bars indicate average classification risk and stan-
dard error for 10 random splits of the data.

6. Conclusion
In this work, we have proposed that guess-aversion is an
important property for multiclass loss functions. Guided
by this property, we derived a family of guess-averse
loss functions, and developed boosting algorithms based
on two members of this family, GLL-MCBoost, and
GEL-MCBoost. Extensive experiments have demonstrated
the importance of guess-aversion and that the GLL loss
function outperforms alternative loss functions for cost-
sensitive multiclass boosting.
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A. Properties of Lt(C, z, S(x)) loss function
Lemma 1. The loss function

Lt(C, z, S(x)) =

M∑
j,k=1

Cz,je
Sj(x)−Sk(x) (1)

is Classification Calibrated.

Proof. Using (1), risk of classification is

RLt
[S] = EX,Z{Lt[C, z, S(x)] (2)

=

M∑
z=1

ηz(x)Lt(C, z, S(x)) (3)

=

M∑
z=1

ηz(x)

M∑
j,k=1

Cz,je
Sj(x)−Sk(x) (4)

=

M∑
z=1

M∑
j,k=1

ηz(x)Cz,je
Sj(x)−Sk(x). (5)

To find the optimal scores, S∗(x), we start by setting
derivatives to zero, where

0 =
∂RLt

[S]

∂Si(x)
=

M∑
z=1

ηz(x)Cz,ie
Si(x)

M∑
k=1

e−Sk(x) (6)

−e−Si(x)
M∑
z=1

M∑
j=1

ηz(x)Cz,je
Sj(x), (7)

results in

e−2Si(x) =

M∑
z=1

ηz(x)Cz,i

∑M
k=1 e

−Sk(x)∑M
z,j=1 ηz(x)Cz,jeSj(x)

. (8)

Assuming
∑M
i=1 Si(x) = 0, and defining

ψ(i) =

M∑
z=1

ηz(x)Cz,i (9)

results in

S∗i(x) = −1

2
log (ψ(i)) +

1

2M

M∑
j=1

log(ψ(j)). (10)

Therefore S∗i(x) will be inversely proportional to Bayes
cost of ith class and thus (1) will be classification cali-
brated.

Lemma 2. Lt(C, z, S(x)) is not guess-averse.

Proof. The proof is based on a counter example. Assume a
cost insensitive problem i.e Ci,j = 1 i 6= j, with M = 3
and S(x) = [3, 0,−3] where example x belongs to the first
class. In this case S(x) results in the correct prediction but
its loss is greater than random guessing since L(C, 1, 0) =
6 < L(C, 1, S(x)) ≈ 22.19. Therefore (1) is not guess-
averse.

B. Comparing Guess-aversion and
c-calibration

We start with following lemma that shows that c-
calibration (Vernet et al., 2011) implies guess-aversion.

Lemma 3. If a loss function L(C, z, S(x)) is c-calibrated,
then it will be guess-averse.

Proof. If L(C, z, S(x)) is c-calibrated, then according to
c-calibration definition

∀s1 ∈ Sz ∀s2 6∈ Sz, L(C, z, s1) < L(C, z, s2). (11)

In addition note that, 0 6∈ Sz and using (11)

∀s1 ∈ Sz L(C, z, s1) < L(C, z,0). (12)

which is definition of guess-aversion.

We next show that guess-aversion does not guarantee c-
calibration.
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Lemma 4. If a loss functionL(C, z, S(x)) is guess-averse,
then it may not be c-calibrated.

Proof. The proof is based on counter example. Consider
the cost-insensitive GLL-loss of Figure 3-b. Since it satis-
fies Lemma 1 in the paper this loss is guess-averse. How-
ever, for sufficiently small ε > 0, the set Aε = {S|S ∈
S2, L(C, 1, S) < L(C, 1, 0) − ε} is non-empty. Similarly,
since the loss surface is continuous and smooth in Figure
3-b, there exists a point p0 ∈ S1 such that L(C, 1, p0) >
L(C, 1, 0) − ε. Therefore for any q0 ∈ Aε, L(C, 1, p0) >
L(C, 1, q0) which is contradictory to c-calibration, since p0
results in correct classification and q0 does not.

C. Properties of the Generalized Exponential
Loss

Lemma 5. IfCi,j ≥ 0 ∀i, j = 1 . . .M and ∃i, j : Ci,j > 0
then

RLid,exp = EX,Z{Lid,exp(C, z, S(x))}

=

M∑
z,j=1

ηz(x)Cz,je
Sj(x)−Sz(x), (13)

is strictly convex with respect to S(x) ∈ RM .

Proof. Denoting βi,j = 1i − 1j , we start by computing
first and second order derivatives,

∂RLid,exp

∂S
=

∂

∂S

M∑
z,j=1

ηzCz,je
〈S,βj,z〉

=

M∑
z,j=1

ηzCz,jβj,ze
〈S,βj,z〉 (14)

∂2RLid,exp

∂S2
=

∂

∂S

M∑
z,j=1

ηzCz,jβj,ze
〈S,βj,z〉

=

M∑
z,j=1

ηzCz,j [βj,zβ
T
j,z]e

〈S,βj,z〉. (15)

where we omitted x for simplicity. Note that [βj,zβ
T
j,z] is

positive definite for all z, j, moreover Ci,j ≥ 0 ∀i, j =
1 . . .M and ∃i, j : Ci,j > 0. Therefore the hessian is a
sum of positive definite matrices, and is a positive definite
matrix. ThereforeRLid,exp is strictly convex.

Lemma 6. If the cost matrix, C, is symmetric then the min-
imizer ofRLid,exp(C,z,S(x)), (13), is independent of C.

Proof. We start by setting (14) to zero, therefore

M∑
z,j=1

ηzCz,j1je
〈S,βj,z〉 =

M∑
z,j=1

ηzCz,j1ze
〈S,βj,z〉 (16)

Table 1. Cost Matrix for MLC (Beijbom et al., 2012).
CCA Turf Macro Sand Acro. Pav. Mon. Pocil. Porit

CCA 0 1 1 2 4 4 4 4 4
Turf 1 0 1 2 4 4 4 4 4

Macro 1 1 0 2 4 4 4 4 4
Sand 2 2 2 0 4 4 4 4 4

Acropora 4 4 4 4 0 1 1 1 1
Pavona 4 4 4 4 1 0 1 1 1
Monti 4 4 4 4 1 1 0 1 1
Pocill 4 4 4 4 1 1 1 0 1
Porit 4 4 4 4 1 1 1 1 0

and thus

M∑
j=1

ηkCk,je
Sj−Sk =

M∑
z=1

ηzCz,ke
Sk−Sz . (17)

However note that when C is symmetric,

Sk(x) =
1

2
log(ηk(x))− 1

2M

M∑
j

log(ηj(x)) (18)

satisfies (17). This is because eSj−Sk =
√
ηj√
ηk

and thus left
and right sides of (17)

M∑
j=1

ηkCk,je
Sj−Sk =

M∑
j=1

Ck,j
√
ηjηk (19)

M∑
z=1

ηzCz,ke
Sk−Sz =

M∑
z=1

Cz,k
√
ηzηk. (20)

become equal. Therefore (18) is a minimizer of
RLid,exp(C,z,S(x)). In addition according to lemma (5),
RLid,exp is strictly convex and thus (18) will be the unique
minimizer.

D. MLC - Cost Matrix
The cost matrix for the Moorea Labelled Corals dataset is
shown in Table 1. The costs are set with an coral ecology
application in mind. There, the most important goal is a
binary estimate of the amount of corals versus everything
else. Thus, the cost of confusion between the coral gen-
era (classes 5-9) and the non-corals (classes 1-4) is set to
a high value, 4. Cost of confusion among corals is low,
1, and similarly for cost of confusion among algae (classes
1-3). Finally, confusion between any algae and the sand
class is worse than confusion within algae, but not as bad
as confusion to (or from) corals. These values are set to 2.

E. Structured SVMs are guess-averse
Let Y = {Y1, . . . YM} be a set of structured outputs. For
a training set D = {(xi, Yzi)}n1 , where zi ∈ {1 . . .M}, a
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Figure 1. Structured SVM loss functions: Cost-insensitive
(top), and cost-sensitive, with C1,2 = 1, C1,3 = 2, (bottom).

structured SVM (Tsochantaridis et al., 2004) solves minw,ε
λ
2 ‖w‖

2 +
∑n
i=1 εi

s.t., ∀i,z∈Z , Sz(xi) + Czi,z ≤ Szi(xi) + εi
εi ≥ 0 ∀i,

(21)
where

Sz(x) = 〈w,Ψ(x, z)〉 (22)

is the score of structure Yz for the example x, Ψ(x, z) is
a feature vector extracted with respect to structure Yz , and
Czi,z ≥ 0 is the cost of assigning structure Yz instead of
the true structure Yzi .

An equivalent way of writing (21) is

min
w

λ

2
‖w‖2 +

∑
i

LH(C, zi, S(xi)) (23)

where

LH(C, zi, S(xi)) = max
k

(Sk(xi)+Czi,k−Szi(xi)), (24)

is the loss function for structured SVM. Similar to Figure
3 of the paper, loss surfaces for LH , (24), are shown in
Figure 1. Note how, in the bottom figure, the surface shifts

away the boundary between S1 and S2, in a similar manner
as the cost-sensitive Llog,exp did. This is not surprising as
the logistic function approximates the hinge loss. Finally,
the following lemma shows that LH is guess-averse.

Lemma 7. The loss function for structured SVM,(24), is
guess-averse.

Proof. Let x be a sample corresponding to a structure Yz ,
S ∈ RM the classifier score vector and C a non-negative
cost function. First note that using (24) if S = 0 ∈ RM ,

LH(C, z,0) = max
k

C(z, k). (25)

Second, if x is correctly classified, i.e. S(x) ∈ Sz , then
Sz(x) > Sk(x) ∀k 6= z and thus using (24), (25)

LH(C, z, S(x)) = max
k

[Cz,k + (Sk(x)− Sz(x))]

<max
k

(Cz,k)

=LH(C, z,0).

Therefore if S(x) ∈ Sz , then LH(C, z, S(x)) <
LH(C, z,0) and thus LH is guess-averse.
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