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Abstract
A goal of image-based rendering is to synthesize as realisti-
cally as possible man made and natural objects. This paper
presents a method for image-based modeling and rendering
of objects with arbitrary (possibly anisotropic and spatially
varying) BRDFs. An object is modeled by sampling the sur-
face’s incident light field to reconstruct a non-parametric
apparent BRDF at each visible point on the surface. This
can be used to render the object from the same viewpoint
but under arbitrarily specified illumination. We demon-
strate how these object models can be embedded in syn-
thetic scenes and rendered under global illumination which
captures the interreflections between real and synthetic ob-
jects. We also show how these image-based models can be
automatically composited onto video footage with dynamic
illumination so that the effects (shadows and shading) of the
lighting on the composited object match those of the scene.

1 Introduction
The aim of image-based rendering is to synthesize as ac-
curately as possible scenes composed of natural and artifi-
cial objects. Advances in computation and global rendering
techniques can now effectively simulate the most signifi-
cant radiometric phenomena to produce accurate renderings
so long as the geometric and reflectance models are accu-
rate. Yet while researchers and practitioners have succeeded
in developing accurate reflectance models for objects com-
posed of homogeneous materials (e.g., plastics and metals),
there has been less progress in developing local reflectance
models that effectively characterize natural objects. Con-
sider the challenges of modeling and accurately rendering
materials like leather, wrinkled human skin, shag carpeting,
the fur on an old mare, or a plate of greasy French fries.
These objects have extremely complex reflectance proper-
ties, including spatial nonhomogeneity, anisotropy, and sub-
surface scattering.

As a simple empirical illustration of the complexity of
the reflectance functions of real surfaces, consider the plot
shown in Fig. 1. The figure plots the measured pixel in-
tensity of a point on the surface of a teddy bear as a func-
�
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Fig. 1: Not all objects have a BRDF with a simple lobe structure.
Images of a small teddy bear were acquired as a point light source
was moved over a quarter of a sphere. The plot shows the mea-
sured intensity of one pixel as a function of light source direction,
with the direction specified in degrees of spherical angles.

tion of light source direction; the camera is held fixed as an
isotropic point source is moved over a quarter of a sphere
at approximately a constant distance from the surface. No-
tice the broad, bending band and the multiple peaks – this
is qualitatively very different than what one expects for a
2-D slice of a bidirectional reflectance distribution function
(BRDF) such as Phong.

This paper presents a method for image-based render-
ing of objects with arbitrary reflectance functions. The re-
flectance functions may be anisotropic and spatially vary-
ing. The illumination of the object is likewise unrestricted.
Neglecting subsurface transport, we adopt a common as-
sumption that the reflectance of an object can be locally
modeled by a bidirectional reflectance distribution function
(BRDF).

Our method uses only a single viewpoint of the object,
but many images of the object illuminated by a point light
source moved over some surface surrounding the object.
This surface should be star-shaped (e.g., convex) with re-
spect to all object points, and in practice we move lights
over a sphere. Our method for rendering requires that the
object’s surface geometry is known. It is shown in [4, 21]
that if a second set of images is obtained by moving a
point source over a second star-shaped surface, then a point
for point reconstruction of the object’s visible surface can
be performed by estimating the depth of each point along
the line of sight. Although other reconstruction techniques
could be used, we use the one described in [4, 21] as it han-
dles surfaces with arbitrary BRDFs, and it can be performed
using the same data as that used for rendering.

With surface geometry in hand, we estimate an appar-
ent BRDF for the surface patches corresponding to every
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pixel. This apparent BRDF differs from the true BRDF in
that it is expressed in a global coordinate system and it in-
cludes (1) shadows that the object might cast upon itself,
(2) the cosine foreshortening term, and (3) the effects of in-
terreflection from the object onto itself. When using this
apparent BRDF for rendering, it will exactly account for
self shadowing and foreshortening, and the interreflections
will often closely approximate those that would occur in a
real scene.

Our method for rendering sits within a larger collec-
tion of image-based rendering techniques that have re-
cently emerged for synthesizing natural or complex scenes.
Yet most efforts to date focus on viewpoint variation, of-
ten at the expense of the ability to control lighting. In
[3, 10, 12, 13, 16, 18, 26], images of a real object taken from
multiple viewpoints are used to render synthetic images of
the object from arbitrary viewpoints. In [3, 10, 12, 16, 26],
few real images are needed for the synthetic renderings, but
the method first must determine a 3-D model of the scene
by establishing the correspondence of feature pixels in the
real images. A radical departure from reconstruction or
correspondence-based approaches to image-based render-
ing is the 4-D lumigraph [13] or light field [18]. (See
also [31].) In these methods, images of the object from
novel viewpoints are rendered without any 3-D model of
the scene; however, thousands of real images are needed for
accurate renderings. See the discussion in Section 2.

The methods are particularly effective when the syn-
thetic lighting during rendering is similar to that during ac-
quisition. Yet, it is difficult to embed these and other image-
based object models (e.g., lumigraphs/light fields) in either
synthetic or natural scenes unless the lighting in these com-
posed scenes is similar to that during the acquisition of the
image-based object model. To more effectively handle ar-
bitrary lighting, recent methods have attempted to recover
reflectance properties of objects [9, 25, 32]. In [25, 32], it is
assumed that the reflectance properties at each point can be
characterized by a few parameters and that their variation
across the surface is also characterized by a few parameters
(e.g., albedo variation).

It has long been recognized in computer vision and
graphics that while ad-hoc reflectance models such as
Phong can be used to represent certain materials (e.g.,
smooth plastics), these models do not effectively capture
the reflectance of materials such as metals and glazed ce-
ramics. Toward this end, Ward’s empirical model attempts
to capture anisotropic reflectance [29]. Furthermore, a num-
ber of physics-based reflectance models have been devel-
oped to more accurately capture the reflectance of rough
metals [7, 14, 28] or matte surfaces [23]. Important to de-
veloping these physical models is the understanding of how
materials such as dielectrics reflect light, but perhaps more
important is the understanding of how to characterize the
micro-structure (micro-facets) of the surface and the im-

pact of shadowing, interreflection, masking and foreshort-
ening. This has yielded more realistic reflectance func-
tions [2, 15, 23]. Yet each of these only characterizes a
limited class of surfaces, and none of them addresses the
nonhomogeneity of reflectance functions over the surfaces
of objects.

In contrast to this work, we present a method for render-
ing images of an object or scene from a fixed viewpoint, but
under arbitrary illumination conditions. The method uses
many images of an object illuminated by point light sources,
to recover the object’s shape and then to estimate an appar-
ent BRDF. The problem of synthesizing images for Lam-
bertian surfaces with light sources at infinity without shad-
ows is considered in [27] and with shadows in [5]. Methods
for re-rendering images with diffuse linear combinations of
images formed under diffuse light are considered in [22].
In [30, 9], methods are proposed for performing image-
based rendering under variable illumination by estimating
an apparent BRDF (for a fixed viewing direction) associ-
ated with each scene point by systematically moving distant
light sources. However, to synthesize images for nearby
light sources, the 3-D scene geometry as well as the appar-
ent BRDF at each point is needed [30], and in these works it
is assumed that geometry has been acquired by some other
means (e.g., a range finder). The method in [9] also pro-
vides a method for rendering the surface from a novel view-
point by separating specular and sub-surface reflection and
using non-parametric techniques for transforming the spec-
ular component of the reflectance function.

The rest of this paper is organized as follows. In the next
section, we detail our method for image-based modeling
and rendering. In Section 3, we discuss the implementation
of our method and present the results of three applications:
(1) rendering isolated objects with complex BRDFs under
novel lighting conditions, (2) embedding image-based ob-
jects in complex (possibly synthetic) scenes, and (3) com-
positing image-based objects into a video stream. Note that
early work on these topics was presented in [4, 20].

2 Rendering Method
Recently, two papers introduced a novel approach to image-
based rendering of natural 3-D scenes from arbitrary view-
points [13, 18]. Rather than using images to construct a
3-D geometric model and a reflectance function across the
surface as would traditionally be done in computer vision
and computer graphics, the approach is based on directly
representing the radiance in all directions emanating from a
scene under fixed illumination. As discussed in [17], the set
of light rays is a four-dimensional manifold. Under static
illumination, the radiance along a ray in free space is con-
stant. Note that this reduces the 5-D plenoptic function to
4-D [1]. Now consider surrounding a scene by a closed
smooth convex surface. By moving a camera with its 2-D
image plane over the entire surface (a 2-D manifold), one
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can sample the intensity along every light ray that emanates
from the object’s surface and is visible from the object’s
convex hull. In doing this, one obtains a function on the 4-
D ray space

�
which has been called the lumigraph [13] or

light field [18].
For any viewpoint � outside of the surface, an image can

be synthesized by considering the radiance of all of the rays
passing through � . The set of rays passing through � is sim-
ply a 2-D subset of

�
, and the radiance of those rays that

intersect the image plane are used to compute the irradiance
at each point of the synthesized image. This turns rendering
into a problem of simply indexing into a representation of�

rather than ray tracing, for example. The advantages of
such an approach are that the representation is constructed
directly from images without needing reconstruction or cor-
respondence, that no assumptions about the surface BRDF
are required, and that interreflections do not need to be com-
puted since they occurred physically when the images were
acquired.

Yet, in [13, 18] the illumination is fixed during mod-
eling, and all synthesized images are valid only under the
same illumination; this complicates the rendering of scenes
composed of both traditional geometric models and lumi-
graphs/light fields under general lighting. It is natural to ask
whether one could “turn the lumigraph/light field around”
and synthesize images under fixed pose, but variable light-
ing. As described in [17], the space of source rays illu-
minating a scene is also four-dimensional. Since light in-
terreflects within the scene, one approach to image-based
modeling would be to illuminate the scene with a single
light ray (e.g., a laser) and measure the resulting image
from some viewpoint. As described in [9], this laser could
then be moved to sample the 4-D source ray space and im-
ages would be acquired for each location. The resulting
representation would be 6-D with four parameters speci-
fying source ray direction and two parameters giving im-
age coordinates. Since this scheme is clearly impractical,
our method is based on the following observations. Like
the rays passing through a camera’s optical center, the set
of light rays emanating from a point light source is two-
dimensional. Hence, by moving an isotropic point source
over a closed surface (a 2-D manifold) bounding a scene,
images can be acquired for all possible source rays cross-
ing this surface. Let the surface of point source locations be
given by �����
	��� and the corresponding images be given by� ���
	��� . We call the collection of images denoted

� ���
	���
the object’s illumination dataset.

Now consider synthesizing an image from the same
viewpoint but under completely different lighting condi-
tions using the illumination data set. The applied lighting
is a function on the 4-D light ray space. For a single illumi-
nation ray � arising from some light source (e.g., a nearby
or distant point source or simply a more complex 4-D illu-
mination field), we can find the intersection of � with the

Fig. 2: To determine the intensity ������� of pixel � for a point light
source ������� that does not lie on ���� "!$#%� , knowledge of the 3-D
position of the corresponding surface point & is required. (Note
that the surface point & is viewed from the direction '( ����� by the
pixel � .) If the 3-D position of & is known, the intersection ��) of
the ray from & through ������� with the triangulated surface of light
sources can be determined. Based on the vertices (sample light
sources) of the triangle containing ��) , the image intensity �����*� is
computed by interpolating the measured pixel intensities in the
images formed under light sources located at the vertices. Here
the light sources located at the vertices are represented by the light
source icons on either side of � ) .
surface of point sources �����
	��� used in modeling. The in-
tersection is a point light source location ��+-,.�/�10�-	20�3 , and
the corresponding image is

� +4, � �50�2	20�3 . Emanating from
the point source �6+ , there exists a light ray that is coincident
with � which intersects the scene, and sheds light onto some
image pixel in

� + . Figure 2 shows in 2-D an example of a
light ray � emanating from a synthetic point source �57$8:9 ,
and the corresponding light source location �;+ . However, it
is not evident which pixel of

� + corresponds to the surface
patch directly illuminated by � . As discussed in [4, 30], if
the scene depth were known, this dilemma of determining
the correspondence between an image pixel and an illumi-
nating ray can be resolved. Note that this correspondence
only applies to the direct (local) reflectance, and the effects
of global illumination (interreflection) are ignored.

These observations lead us to a method for rendering an
image of a scene illuminated by arbitrary lighting (a func-
tion on the 4-D ray space). However, for clarity and illustra-
tion, the following exposition focuses on the concrete exam-
ple of a single synthetic point light source �;7$8<9 that does not
necessarily lie on the surface defined by �/�=�
	��3 . It should
be clear from this description how to render images under
other light sources, e.g., area sources, strip sources, radi-
ance maps, arbitrary incident illumination field, etc. First,
the 3-D positions of points on the surface (i.e., a depth
map) must be obtained and pixel registered with the image
set. There are numerous methods available for obtaining
a depth map: structured light, laser range finders, struc-
ture from motion, stereopsis, etc. However, each of these
methods assumes the BRDF of the surface is sufficiently
well-behaved. Alternatively, if one gathers a second set of
images, obtained by moving a point source over a second
star-shaped surface, then the method in [21] could be used
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to find the depth corresponding to each pixel. This method
uses the same data as that needed for image-based render-
ing described in this paper, and it accurately reconstructs
the shape of the surface without making any underlying as-
sumptions about the nature of the surface’s BRDF.

Off-line, the surface of light source locations �����
	��� is
triangulated (Recall that the illumination dataset consists of
images gathered under point sources at a finite number of
sample points on the surface.) To determine the intensity of
a pixel > , the 3-D location ? of the scene point projecting
to > is computed from the registered depth map (scene ge-
ometry). It is straightforward to determine the intersection
� + of the ray @A� from ? through �;7$8:9 with the triangulation.
(For a regularly sampled sphere as in our implementation,
this is simply done by indexing.) See again Fig. 2. If the
intersection happens to be a vertex, then the intensity of the
pixel > in the corresponding measurement image could be
used directly. Since this is rarely the case, we instead in-
terpolate the intensities of corresponding pixels associated
with the three vertices to estimate the intensity B�+=�C>D for a
fictitious point light source at � + . Because the solid angle of
the surface projecting to > as seen by �;7�8:9 and �6+ depends
on the squared distance, the pixel is rendered with

B��C>DE,
FGF ?��C>DH@I�6+ FJF KFJF ?��C>D%@I��7$8:9 FJF K B + �C>D:L (1)

This process is repeated for each pixel > in the rendered
image.

Note that the reconstructed scene geometry (3-D posi-
tion of ? ) is used in two ways. First it is used to index
into the triangulation, and secondly it is used to determine
the M�N�O K loss. For each pixel in the rendered image, this
nonlinear procedure can be performed independently. It is
important to realize that the rendered image is not formed
by the superposition of the original images, even within a
triangle. This is illustrated in Figure 4 and discussed below.
For multiple point light sources, images can be synthesized
through the superposition of the pixel intensities formed for
each light source, weighted by the relative strength of the
sources. For an arbitrary incident illumination field (i.e., not
simply point sources), the direction of each non-zero radi-
ance incident to ? is used to index into the triangulation.

3 Implementation, Applications and Results
We have gathered illumination datasets and generated syn-
thetic images of many objects using a combination of the
rendering method described above and the reconstruction
method in [21]. Figure 3 shows the acquisition system. In
our experiments, we have only used images gathered as a
light is moved over the upper front quarter sphere, not be-
cause the rest of the light sphere is irrelevant but simply
because this reduced data set is sufficient for validating and
demonstrating our main ideas. Potentially significant com-
ponents of reflectance such as glare and Fresnel effects may

Fig. 3: Images of objects to be rendered were acquired using a 3-
chip digital video camera while a white LED source was moved
by an Adept robot arm, top. The collection of images of a ceramic
pitcher, bottom, was acquired as the light source was moved over
a quarter sphere. The block of missing images corresponds to con-
figurations in which the robot arm partially occluded the pitcher.

not be captured, but they do not affect the underlying meth-
ods. Figure 3 also shows an example dataset. Note that for
the light stage apparatus in [9], the light source was moved
over a full sphere.
3.1 Rendering Isolated Objects
Figure 4 shows a rendered image of the ceramic pitcher
from Fig. 3, and also illustrates the indexing process. Note
particularly that the synthetic image is based on measured
pixel intensities from a large number of images. In Fig. 5,
we display synthetic images for four objects: a dirty brass
owl, a ceramic figurine, a red delicious apple, and a pear.
The first three objects are rendered under point light sources
with locations significantly different from those in the ob-
jects’ respective illumination datasets, while the pear is ren-
dered with a nearby point source to the left and an area
source to the right. We choose to use point sources in these
examples since it is more challenging to provide accurate
renderings under a single source (nearby or at infinity) than
under broader sources. When light sources are distant, it is
well known that the set of images of an object in fixed pose
but under all lighting conditions is a convex cone [5]; im-
ages acquired under a single light source lie on the extreme
boundary of this set (extreme rays), and all images formed
under any other lighting condition are simply derived by
convex combinations of the extreme rays. So, for single
light source images, the shadows are sharper and specular-
ities more prominent than under more diffuse illumination
fields.

As a step toward validating the accuracy of the rendered
image, Figure 6 shows both a real image and a rendered im-
age of a partially glazed ceramic frog; where the glaze is

4



Fig. 4: To render the image of the ceramic pitcher, top left, from a
point light source located 23 cm away, intensities from a number
of images in the object’s dataset were interpolated. The top right
image color codes each pixel in the rendered image with the triplet
of light sources whose corresponding images were used to render
that pixel. The corresponding triplets of light source positions are
shown, bottom. The dots on the sphere denote the light source po-
sitions. The color triangles denote triplets of light source positions.
The three images acquired by the three light source positions in the
triplet are used to render the intensities of the like-colored regions
in the synthetic image, top left and right.

light or absent, the reflectance is dominated by the porous
clay while where the glaze is thick (eyes, dimples, bumps),
the surface displays specularities. In these images, the light
source (real in the top image and synthetic in the bottom im-
age) was positioned at 1/3 of the distance from the surface
of light sources to the frog. Since the two images are per-
ceptually nearly identical, the lower image shows the mag-
nitude of the difference image between the two images. The
average error is 3.40 gray levels. The error is largest near
specularities and shadows, and this may be attributable to
the sampling rate of light source positions. Movies show-
ing the owl and frog illuminated by moving light sources
can be downloaded from [19]; note the motion and shape of
the highlights.

3.2 Embedding Objects in Synthetic Scenes
We can apply this approach to render artificial scenes with
embedded models of real and synthetic objects as well. The
only major difference is interactions between the embedded
object and the rest of the scene, and these can be either cap-
tured in advance or simulated.

We have used the Blue Moon Rendering Tools (BMRT),
a public domain ray tracer conforming closely to the Ren-
derMan interface, to render scenes containing a mixture of
real and artificial objects. Figure 7 shows two examples

Fig. 5: Rendered images of four objects: a dirty brass owl, a ce-
ramic figurine, a red delicious apple, and a pear. While the owl,
figurine, and apple are rendered under point light sources with lo-
cations significantly different from those in the objects’ respective
illumination datasets, the pear was rendered under a point and area
source. The rendering technique is that described in Sec. 2 and in
Fig. 4.

of scenes containing a pitcher (the “real” object) under two
different lighting conditions. The apple, ceramic tile floor,
and metallic sphere are synthetic and specified by public
domain models and shaders. For cast shadow and reflection
ray calculations, the pitcher is represented by a 3-D model.
The surface of the model was rendered using a custom sur-
face shader, which uses the array of images of the pitcher
as shown in Fig. 3 to perform image-based rendering. The
shader effectively implements the indexing and interpola-
tion scheme described in the previous section. However,
since only a 2-D slice of the BRDF is captured, the shader
considers the emitted radiance at each point to be constant
in all directions. This is correct for the direct view of the real
object, but an approximation for light reflected from the real
object onto other scene elements. To render the images in
Fig. 7, the scene was illuminated by two point light sources
and BMRT used raytracing to compute global illumination.
Note that interreflection from the real pitcher to synthetic
scene elements (ceramic floor and metallic sphere) as well
as from the synthetic elements to the real pitcher are cap-
tured.
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Fig. 6: Real image of a ceramic frog (top), rendered image of
the ceramic frog using our image-based technique with a synthetic
light source at the same location (middle), and the magnitude of
the difference image between the real and rendered images (bot-
tom).

Fig. 7: In these two scenes, rendered using the Blue Moon Render-
ing Tool Kit, the background, supporting plane, apple, and metal-
lic sphere are completely synthetic while the ceramic pitcher is
rendered using our image-based rendering method.

3.3 Compositing Real Objects in Video

We can further use the illumination datasets to automat-
ically composite an image-based object into a video se-
quence. Our goal is to composite the image-based objects
onto video such that the illumination on the object matches
that in the scene, and the shadows and interreflections cre-

ated by the object are realistically handled.
The remainder of this section demonstrates the appli-

cation through a compositing example. First, to convinc-
ingly composite an object within a scene, knowledge of
how the scene is illuminated is required. Similar to the
method described in [24], we simultaneously gather two
video sequences: one of the actual scene using a Canon
XL-1 miniDV video camera, and the other of the radiance at
the intended object location within the scene, using a Nikon
CoolPix digital camera in MPEG mode with a fisheye lens
attachment. (Our radiance maps are similar to those ob-
tained with metallic spheres in [8], although we pay the
price of limited dynamic range due to the acquisition of a
time sequence.)

In each frame, the pixel coordinates of all light sources
in the fisheye radiance maps were automatically determined
by low pass filtering and thresholding the images. Those co-
ordinates, and the experimentally determined pixel location
to angle mapping of the lens, were used to select images
from the illumination dataset corresponding to the closest
captured light source locations.1 The selected dataset im-
ages were then combined using superposition to render the
object under the arbitrary scene lighting, which could in-
clude multiple or extended sources. This method assumes
the sources are at a fixed distance from the object, and so
does not require the full depth-based rendering method in
Section 2. We are currently extending this demonstration to
situations requiring depth-based rendering.

This approximation works quite well for pixels on the
object, but it ignores the effects of shadows and interreflec-
tions cast from the object onto the surrounding region in the
video footage. To overcome this, we use a technique similar
to those in [8, 11]. We gather an additional background illu-
mination dataset that is identical to the illumination dataset,
except that the object has been removed. As [8, 11] did
with synthetic global illumination solutions, we compared
the two dataset images to determine how the presence of
the object affected the area surrounding it. We compared
the images by computing a radiance scale factor PI�C>D that
was computed for each pixel > as follows

PI�C>DE,QB�RTS�UWV�X=Y��C>DWN�B�S�Z:X$[\��>D (2)

where B RWS]UWV�X=Y �C>D was the intensity of the pixel > in the ap-
propriate illumination dataset image (with object present),
and B S=Z<X$[ �C>D was the intensity of pixel > in the correspond-
ing background illumination dataset image (with no object
present). In shadow regions, PI�C>D is less than one, and it
darkens the region surrounding the object in the composite
image. In interreflections, PI�C>D is greater than one, and it

1The illumination datasets were acquired with light source locations at
every two degrees in azimuth and elevation over the upper front quadrant
of a sphere. Although the dataset is limited, and so obviously cannot sim-
ulate all possible lighting conditions, it is adequate for demonstrating our
methods.

6



Fig. 8: This figure illustrates how images of an object are compos-
ited into video footage. The top row shows a still frame from the
video sequence, left, and the corresponding radiance map, right.
Note that the dark circle is the fisheye lens recording the radi-
ance map. The second row shows an image from the illumina-
tion dataset, left, and an image from the background illumination
dataset corresponding to one of the light sources detected in the
radiance map, right. The third row shows a diagram outlining the
segmented object boundary and the active region in the composite
image, and the fourth shows the composite image alone.

brightens the surrounding region. The method is exact if
the background in the scene and the background in the il-
lumination dataset have the same geometric and reflectance
properties, and is an approximation otherwise. For color
images, the scale factor can be computed and applied sepa-
rately for each color channel.

A one time hand segmentation was performed to label
the pixels in the illumination dataset images as object or

background. Since the viewpoint was fixed, it was sufficient
to segment a single image from each dataset. A large ”ac-
tive” region encompassing the object, shadows, and inter-
reflections in the entire illumination dataset was also hand
selected, although only a rough boundary was needed.

The pixel value in the final composite image was com-
puted as follows: composite image pixels located on the
object are assigned the pixel value in the object image; pix-
els located in the active region, but not on the object, are
assigned the video frame value scaled by the radiance scale
factor P ; and pixels located outside the active region are
assigned the unchanged video frame value.

The above procedure is illustrated in Fig. 8, in which a
vase containing flowers is composited onto a table scene.
Note the consistent shadows cast by the flowers onto the
supporting table and the consistent highlights on both the
glass and the composited vase. The geometry of the plate
and glass are unknown, and so shadows cast on them are
approximate. Figure 9 shows still frames from the original
sequence, the radiance map sequence, and the final com-
posited sequence. The composited sequence can be down-
loaded from [19].

4 Discussion
We have presented a method for rendering novel images of
an object under arbitrary lighting conditions. The method
correctly handles shadowing without the need for ray trac-
ing and can synthesize point, anisotropic, extended, or any
other type of light source.

There are, of course, many issues to explore. As in the
lumigraph work [6], what is the relation of the BRDF and
geometry to the sampling rate of light sources that yields ef-
fective renderings? What are efficient ways to compress the
presumably redundant information for most scenes? How
accurate are the renderings? While the rendering method
can be applied to surfaces with arbitrary BRDFs, the ef-
fect of interreflections needs to be studied further. What are
fast ways to render images using the resulting representa-
tion? How can such methods be extended to handle differ-
ent viewpoints as well as illumination? Note that we only
really recover a 2-D slice of the apparent BRDF at each
point. Are there principled means to extrapolate the appar-
ent 4-D BRDF from the 2-D slice so we can correctly render
novel viewpoints?
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