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Abstract

Recent work in object localization has shown that the
use of contextual cues can greatly improve accuracy over
models that use appearance features alone. Although many
of these models have successfully explored different types of
contextual sources, they only consider one type of contex-
tual interaction (e.g., pixel, region or object level interac-
tions), leaving open questions about the true potential con-
tribution of context. Furthermore, contributions across ob-
ject classes and over appearance features still remain un-
known.

In this work, we introduce a novel model for multi-
class object localization that incorporates different levels
of contextual interactions. We study contextual interactions
at pixel, region and object level by using three different
sources of context: semantic, boundary support and con-
textual neighborhoods. Our framework learns a single sim-
ilarity metric from multiple kernels, combining pixel and
region interactions with appearance features, and then uses
a conditional random field to incorporate object level inter-
actions. We perform experiments on two challenging image
databases: MSRC and PASCAL VOC 2007. Experimental
results show that our model outperforms current state-of-
the-art contextual frameworks and reveals individual con-
tributions for each contextual interaction level, as well as
the importance of each type of feature in object localiza-
tion.

1. Introduction

Recent work in computer vision has shown that contex-
tual information can improve recognition of objects in real
world images as it captures knowledge about the identity,
location and scale of objects. Various types of contextual
cues have been exploited to benefit object recognition tasks,
including semantic [5, 8, 25], spatial [1, 4, 8, 11, 13, 19, 23,
27, 30, 34], scale [11, 22, 23, 31], geographic [5]. All of
these models incorporate contextual information at either a
global or a local image level.

(a) (b) (©
Figure 1. Examples of local contextual interactions. (a) Pixel in-
teractions capture information such as grass and tree pixels around
the cow’s boundary. (b) Region interactions are represented by
relations between the face and the upper region of the body. (c)
Object relationships capture interactions between the objects per-
son and horse.

Global context considers image statistics from the image
as a whole scene [5, 31, 34]. Local context considers infor-
mation from neighboring areas of the object, such as pixel,
region, and object interactions [4, 8, 11, 22, 23, 27, 30].
Pixel interactions capture low-level feature interactions be-
tween spatially adjacent objects. Region interactions cap-
ture higher-level information from the region surrounding
an object. Finally, object interactions capture high-level
information from objects in the scene, which may be sep-
arated by large distances. Figure 1 shows examples of
different contextual interaction levels. Previous models
have used local context from pixels [7, 12, 14, 30], re-
gions [1, 4, 11, 13, 17, 19], or objects [8, 23]. However,
the previous models do not combine information from all
different levels of interaction or isolate the component-wise
benefits of these different levels. Therefore the relative con-
tributions to overall performance of each interaction level
remain unknown.

In this work, we present a novel framework for object lo-
calization that efficiently and effectively combines different



levels of interaction. We develop a multiple kernel learning
algorithm to integrate appearance features with pixel and re-
gion interaction data, resulting in a unified similarity metric
which is optimized for nearest neighbor classification. Ob-
ject level interactions are modeled by a conditional random
field (CRF) to produce the final label prediction. Moreover,
we study the relative contribution of contextual local inter-
actions for object localization over different data sets and
object classes.

2. Related Work

Many approaches for object localization use local con-
text to improve localization accuracy [1, 7, 4, 8, 11, 13, 14,
19, 23, 30]. Although most of these models have achieved
good results and some successfully combined many differ-
ent sources of context at a single level, they do not combine
sources from different contextual local levels or make their
contributions explicit.

Previous work on image and scene classification shows
that by providing a more complete representation of the
scene, combining multiple contextual interaction levels can
improve image classification accuracy [12, 17]. Although
the explicit contributions of each level are not studied in
these models, their results demonstrate the benefits of uni-
fying contextual interactions and appearance information.
However, combining these different interaction levels is
a complex task, and obtaining and merging the different
sources of information can be computationally expensive.

Multiple kernel learning [18] has been used in image
classification [15, 32] and object localization tasks to op-
timally combine different types of appearance features [33]
and pixel interactions [1]. These models learn convex com-
binations of the given base kernels, which are then used to
produce classifiers, in either a hierarchical or one-versus-
all framework. Although using a different similarity metric
for each class has been shown to perform extremely well on
these tasks [9, 32, 33], it poses a great difficulty in scaling to
large datasets, and the predictions from each classifier must
be combined to yield a single prediction. However, learning
a single metric enables the use of nearest neighbor classifi-
cation, which naturally supports multi-class problems.

3. Multi-Class Multi-Kernel Approach

In our model, each training image 7 is partitioned into
segments s; by using ground truth information. Each seg-
ment s; corresponds to exactly one object of class ¢; € C,
where C' is the set of all object labels. These segments are
collected into the training set S.

For each segment s;€.5, we extract several types of fea-
tures, where the pth feature space is characterized by a ker-
nel function and inner product matrix:

hP(si,s5) = (¢"(si), @7 (s;)), K3 = BP(si,5). (D)

From this collection of kernels, we learn a unified similarity
metric over R?, and a corresponding embedding function
g:S — R This embedding function is used to map the
training set .S into the learned space, where it is then used to
predict labels for unseen data with a nearest-neighbor clas-
sifier.

Because at test time, ground-truth segmentations are not
available, the test image must be segmented automatically.
To provide more representative examples for nearest neigh-
bor prediction, we augment the training set S with addi-
tional segments S 4, obtained by running a segmentation al-
gorithm multiple times on the training images [24]. Only
those segments that are completely contained or overlap
more than 50% with the ground truth object annotations are
considered. These extra segments are then mapped into the
learned space by applying ¢(-), and are also used to make
label predictions on unseen data.

To counteract erroneous over-segmentation of objects,
we train an SVM classifier over pairs of the extra exam-
ples S 4 to predict whether two segments belong to the same
object. This is then used to spatially smooth the label pre-
dictions in test images.

To incorporate context from object interactions within an
image, we train a conditional random field (CRF) by using
co-occurrence of objects within training images.

At test time, object localization for test images proceeds
in six steps, depicted in Figure 2.

1. A test image 7 is partitioned into stable segments S’.

2. For each s’ € S’, we apply the learned embedding
function s’ — g(s’). (Section 3.2.)

3. The k-nearest neighbors " C SUS 4 of g(s') are used
to estimate a distribution over labels P(C|s’).

4. Using the pairwise SVM, the label distribution of s’
may be spatially smoothed by incorporating informa-
tion from other segments, resulting in a new label dis-
tribution P(C|s’). (Section 3.3.)

5. The conditional random field (CRF) uses object co-
occurrence over the entire image to predict the final
labeling of each test segment s’ € Z. (Section 3.4.)

6. Finally, to produce localizations from segment-level
predictions, we consider segments to belong to the
same object if they overlap and receive the same final
label prediction.

3.1. Large Margin Nearest Neighbor

Our classification algorithm is based on k-nearest neigh-
bor prediction, which naturally handles the multi-class set-
ting. Because raw features may not adequately predict la-
bels, we apply the Large Margin Nearest Neighbor (LMNN)
algorithm to optimally distort the features for nearest neigh-
bor prediction [35]. Neighbors are selected by using the
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Figure 2. Our object localization framework. (1) A test image is partitioned into segments, and (2) several different features ¢*, 2, . ..
(blue) are extracted for each segment. (3) Segments are mapped into a unified space by the optimized embedding g(-), and a soft label
prediction P(C|s’) (red) is computed using KNN. (4) Label predictions are spatially smoothed using a pairwise SVM, resulting in a new
soft prediction P(C|s’). (5) A CRF estimates the final label for each test segment in the image, and (6) segments are combined into an

object if they overlap and receive the same final label.

learned Mahalanobis distance metric W:

d(z,y) = llz —ylfy = (z —y) W(x—-y). @

Intuitively, W is trained so that for each training segment,
any neighboring segments (in feature space) with differing
labels are pushed away by a large margin. This is achieved
by solving the following semidefinite program [3]:

min 3° 57 d(6(s0),6(57) + 63 e

€ije>0 1 GeN;t
Vi, Vj e Nit, Ve N -
d(p(si), d(se)) — d(d(si), d(s5)) = 1 =&ije,  (3)

where A;" and AV~ contain the neighbors of segment s; in
the original feature space with similar or dissimilar labels
respectively, and 3 > 0 is a slack trade-off parameter. The
first term in the objective minimizes the distance from each
s; to its similarly labeled neighbors s;. The second term pe-
nalizes violations of the margin constraints, which for each
s, force neighboring segments s, with dissimilar labels to
be further away than those with similar labels (s;).

W is a positive semidefinite (PSD) matrix which char-
acterizes the optimal feature transformation. A linear pro-
jection matrix L can be recovered from W by its spectral
decomposition, so that W = LT L:

W=VTAV =VTAZAZV = L=AzV. 4

Here, V contains the eigenvectors of W, and A is a diagonal
matrix containing the eigenvalues.

Although the learned projection is linear, the algorithm
can be kernelized [28] to effectively learn non-linear feature
transformations. After kernelizing the algorithm, it can be
equivalently rewritten by representing each segment s; by
its corresponding column in the kernel matrix (s; — K;) —
essentially using similarity to the training set as features —
and introducing a regularization term ~ - tr(W K), balanced

by the parameter v > 0 to the objective function'. The
embedding function then takes the form

This embedding function generalizes to an unseen seg-
ment s’ by first applying the kernel function & at s’ and each
s; in the training set, and then applying the linear transfor-
mation L to the vector (h(s’, s;)):—,, where (-);_, denotes
vertical concatenation.

3.2. Multiple Kernel Extension

To effectively integrate different types of feature de-
scriptions, we extend the LMNN algorithm to support mul-
tiple kernels. Previous work approaches multiple ker-
nel learning by finding a convex combination of kernels

=> a,KP [18].

We take a different approach here, and following [21],
we learn a linear projection from each kernel’s feature space
where the optimization constraints are applied to the con-
catenated output vectors. By learning a separate projection
from each feature space, we obtain a model which is more
flexible than previous methods, allowing the algorithm to
automatically adapt to the case where the discriminative
power of a kernel varies over the data set.

To extend LMNN to the multiple kernel setting, we de-
fine the combined distance between two points by summing
the distance in each (transformed) space. This is expressed
algebraically as:

d(si, s;) ZHKP K> (6)

The regularization term - tr(W K) is similarly extended to
the sum~y - > tr(WPKP).

Equivalently, this multiple kernel formulation can be
viewed as representing each segment by concatenating its

IDetails are omitted here for brevity. See Globerson and Roweis [10]
for details of a similar construction.



columns from all kernel matrices, and learning a block-
diagonal matrix where each block is a projection restricted
to a particular kernel’s feature space. The multiple-kernel
embedding function then takes the form

g(si) = (LPKY);., . (7

As in the single-kernel case, this embedding function also
extends to unseen data by repeating the procedure for each
kernel and concatenating the results accordingly.

We refer to this algorithm as Multiple Kernel LMNN
(MKLMNN), and the optimization is listed as Algorithm 1.

Algorithm 1 Multiple Kernel LMNN (MKLMNN)

mind, D disis; +ﬁwa+thr (WP K?)

K jEJ\/+
Vi, VjeNT,
Ve Ny o d(siyse) —d(siys5) > 1 —&ije
&ije >0
Vp=1...m: WP =0

The probability distribution over the labels for the seg-
ment s’ is computed by using its k nearest neighbors
N C S US4, weighted according to distance from g(s’):

Z exp (—d(s',s5)), 8

je/\/,C]’:C

P(C =¢|s) x

where c; is the label of of segment s;.

Although the optimization problem is convex and can
be solved in polynomial time, maintaining the constraints
WP > 0 requires a spectral decomposition and projection
onto the cone of positive semidefinite matrices after each
gradient step. To simplify the process, we restrict WP to be
diagonal, which can be interpreted as learning weightings
over S in each feature space. The PSD projection can then
be carried out by thresholding: W’ +— max(0, W}), and
still yields good results in practice.

3.3. Spatial Smoothing by Segment Merging

Because objects may be represented by multiple seg-
ments at test time, some of those segments will contain only
partial information from the object, resulting in less reliable
label predictions. To counteract this effect, we smooth a
segment’s label distribution P(C|s’) by incorporating in-
formation from segments which are likely to come from
the same object, resulting in an updated label distribution
P(C|s).

Using the extra segments S4 automatically extracted
from the training images, we train an SVM classifier to pre-
dict when two segments belong to the same object. By using

the ground truth object annotations, we know when a pair
of training segments came from the same object. Given two
segments s; and s; we compute:

e pixel and region interaction features,

e overlap between segment masks,

e normalized segment centroids,

e number of segments obtained in the segmentation, and

e Euclidean distance between the two segment centroids.

We construct an undirected graph where each vertex is a
segment, and edges are added between pairs that the classi-
fier predicts should be merged. For each connected compo-
nent of the graph, we merge the segments corresponding to
its vertices, resulting in a new object segment s,. We then
extract features for the merged object segment s,, apply the
embedding function ¢(s,), and obtain a label distribution
P(C!|s,) by Equation 8.

The smoothed label distribution is the geometric mean
of the segment distribution and its corresponding object’s

distribution:
"o |/ P(C = elst) - P(C

Note that distributions are unchanged for any segments s’
which are not merged.

=c|se). (9)

3.4. Contextual Conditional Random Field

Unlike pixel and region interactions, which can be de-
scribed by low-level features, object interactions require a
high-level description of the segment, e.g., its label. Be-
cause this information is not available until after soft la-
bel predictions are known, object interactions cannot be en-
coded in a base kernel. Rather, we follow the soft label
prediction with a conditional random field (CRF) that en-
codes high-level object interactions, an approach which has
been demonstrated to be effective for this task [8, 25].

In our CRF, we learn potential functions ¢ from object
co-occurrences, capturing long-distance dependencies be-
tween whole regions of the image and across classes. Treat-
ing the image as a bag of segments (Z = {s;}), our CRF
model is described as follows:

Iz IZ|
( —E]I)ocexp ch“cj HP C; = ¢ils;)

4,j=1

(10)
where ¢ = (C} ... Ciz)), € = (c1...¢z|) represents the
vector of labels for the segments in Z. The final label vec-
tor is the value of ¢ which maximizes Equation 10. Since
each object segment is a node in the CRF, and images con-
tain relatively few object segments, the maximization can
be carried out quickly, and the algorithm scales favorably
with the number of classes. Gradient descent is used to find
1(-) and Monte Carlo [26] integration to approximate the
partition function.



4. Contextual Interactions

In this section, we describe the features we use to char-
acterize each level of contextual interaction.

object
interactions
(semantic)

region
interactions
(contextual
neighborhood)

pixel
interactions
(boundary
support)

Figure 3. Local contextual interactions in our model. Pixel inter-
actions are captured by the surrounding area of the bird. Region
interactions are captured by expanding the window to include sur-
rounding objects, such as water and road. Object interactions are
captured by the co-occurrence of other objects in the scene.

4.1. Pixel Level Interactions

Pixel level interactions can implicitly capture back-
ground contextual information, because neighboring pixels
tend to have similar labels (except at the discontinuities), as
well as information about object boundaries. We use a new
type of contextual source, boundary support, which corre-
sponds to the surrounding statistics of an object in an im-
age (as shown in Figure 3). The boundary support captures
pixel interactions by considering individual pixel values of
a surrounding region of an object.

In our model, boundary support is encoded by computing
a histogram over the LAB color values between 0 and §
pixels away from the object’s boundary. We compute the
x2-distance between boundary support histograms H:

2 ! (H i — H z/ )2
X(H’H)_Z: T H (1)

and define the pixel interaction kernel as
hPI(sZ-, 5j;0) = exp (—O'XQ(Hi,Hj)) . (12)
4.2. Region Level Interactions

Region level interactions have been extensively investi-
gated in the area of context-based object localization. By
using large windows around an object, known as contex-
tual neighborhoods [7], regions encode probable geomet-
rical configurations, and capture information from neigh-
boring (parts of) objects (as shown in Figure 3). Our con-
textual neighborhood is computed by dilating the bound-
ing box around the object by using a disk of diameter

Lo /%) . where I, I, By, and By, are
the widths and heights of the image and bounding box re-
spectively. We model region interactions by computing the

d:max(

gist [31] of a contextual neighborhood, ;. Hence, our re-
gion interactions are represented by the kernel

hRI(si, 5j;0) = exp (—UXQ(GZ‘, Gj)) . (13)

4.3. Object Level Interactions

To train the object interaction CRF, we derive semantic
context from the co-occurrence of objects within each train-
ing image to define the between-class potentials 1(c;, ¢;).
We use simple gradient descent to find v that approximately
optimizes the data likelihood found in the co-ocurrence ma-
trix A. An entry A(i,j) counts the times an object with
label c; appears in a training image with an object with la-
bel ¢; and diagonal entries correspond to the frequency of
the object in the training set.

5. Experiments

To evaluate the localization accuracy of the proposed
system and study the relative importance of each interaction
level, we use the MSRC and PASCAL 2007 [6] databases.

5.1. Features

Appearance Four different appearance features were com-
puted: SIFT, Self-similarity (SSIM), LAB histogram and
Pyramid of Histogram of Oriented Gradients (PHOG). SIFT
descriptors [20] were computed at random locations and
quantized in a vocabulary of 5000 words. SSIM descrip-
tors [29] were computed at the same SIFT locations, and
quantized in a vocabulary of 5000 words. PHOG descrip-
tors were computed as in Bosch ef al. [2], but only consid-
ering a 360° orientation (608 dimensional descriptor). LAB
histograms were obtained and concatenated into a 48 di-
mensional histogram. Finally, each feature is represented
by a x? kernel.

Context Two contextual features were computed using
GIST (1008 dimensional descriptor) and LAB color (48 di-
mensional histogram). Boundary support is computed be-
tween 0 and § = 20 pixels away from the object’s segment
boundary.

5.2. Results

Object Localization Localization accuracy is computed by
following the evaluation procedure of [6]. Table 1 shows the
mean accuracy results for different combinations of appear-
ance (App) and contextual interactions — Pixel (PI), region
(RI) and object (OI) interactions — for the MSRC data set.
We observe that using only appearance information
(App) results in a mean accuracy of 50%, while combin-
ing it with all local context interactions (App + PI + RI +
OI) improves accuracy to 70%. Combining all local context
features (PI + RI + OI) performs similarly to using appear-
ance only, suggesting that object classes could be poten-



tially learned by using cues that don’t include appearance
information [16]. If only pixel or region interactions are
combined with appearance features (App+PI or App+RI),
accuracy already improves over using appearance alone,
where adding RI realizes a larger improvement than adding
PI. Note that the object interaction model depends directly
upon the estimated labels P(C|s’), so higher accuracy at
the segment level allows the CRF to contribute better to the
final localization accuracy.

Features Acc Features Acc
O | PI4+RI 042 || App+RI 0.61
& [PL+RI+OI | 0.49 || App+ Ol 052
= [App 0.50 || App+ PL+RI 0.66

App+PI | 054 || App+PI+RI+OI | 0.70
S [ Features Acc Features Acc
& PRI 0.23 || App+RI 0.29
=2 [ PHRIFOL | 0.24 || App+ Ol 027
S | App 0.26 || App+PI+RI 0.37
< [App+PI_| 0.33 | App+PI+RI+OI | 0.39

Table 1. Mean localization accuracy for the MSRC and PAS-
CALOQ7 data sets. Appearance (App), pixel (PI), region (RI) and
object interactions (OI) are combined for object localization.

We repeated these experiments on PASCALO7, and
again evaluate the contribution of contextual interactions.
Table 1 (bottom) shows the results for combing appearance
with different levels of local context. As in MSRC, com-
bining appearance with all contextual interactions (App +
PI + RI +OI) improves the mean accuracy dramatically, in
this case, from 26% to 39%. Pixel interactions account for
the largest individual gain, improving accuracy from 26%
(App) to 33% (App + PI).

However in PASCAL, adding object interactions (App
+ PI + RI + OI vs. App + PI + RI) improves localiza-
tion accuracy by only 2%, compared to the 4% improve-
ment in MSRC. This suggests that contextual interaction
levels contribute differently to localization in the different
data sets. Region interactions contribute more in MSRC
by capturing probable geometrical configurations of object
parts given background classes present in the scene (sky,
grass, water, road, building). Moreover, MSRC presents
more co-occurrences of object classes per image (back-
ground classes) than PASCAL, providing more information
to the object interaction model. Figure 4 demonstrates these
differences.
Feature Combination With respect to learning the optimal
embedding, we can see in Table 2 that by using MKLMNN,
we obtain substantial improvements in both data sets over
both the average (unweighted combination) and single best
kernels. For MSRC we achieve 66% with MKLMNN, com-
pared to 51% with the native average kernel. Similarly, in
PASCAL we observe 37% with MKLMNN, compared to
25% with the average kernel.

In order to analyze the relative importance of each kernel

(a) (b)
Figure 4. (a) Examples from MSRC (left column). Region inter-
actions capture information from neighboring (parts of) objects as
background classes are often present in the scene. Furthermore,
many object classes co-occur in an image, enabling object inter-
actions to make a greater contribution to localization than in PAS-
CAL. (b) Examples from PASCAL 07 (right column).

Localization MSRC | PASCAL 07
MKL (App+PI+RI) 0.66 0.37
Average Kernel (App+PI+RI) 0.51 0.25
Best Kernel (SIFT/GIST) 0.36 0.20

Table 2. In both data sets, prediction accuracy improves signifi-
cantly after learning the optimal embedding. The best accuracy
using only one kernel is obtained using SIFT for MSRC and GIST
for PASCAL.

in forming the optimal embedding, we examine the learned
WP matrices. As expected, the solution is sparse, since
some examples are more discriminative than others for KNN
classification. Figure 5(a) depicts the sum of weights as-
signed to each kernel. We observe that SIFT and PHOG
are the most important kernels for both data sets, and color-
based features receive relatively more weight in MSRC than
in PASCAL. This is explained by the presence in MSRC of
background classes such as water, sky, grass and tree which
tend to be more homogeneous in color, therefore they can be
more efficiently described using this kernel. PASCAL, on
the other hand, lacks these background classes, and instead
contains more “man-made objects” where color features ex-
hibit higher variance and less discriminatory power.

Figure 5(b) illustrates the learned weighting of “neigh-
bors” from .S in each kernel, grouped by class. This demon-
strates the flexibility of our multiple kernel formulation.
Kernel weights automatically adapt to the regions in which
they are most discriminative, as evidenced by the non-
uniformity of each kernel’s weight distribution. Contrast
this with the more standard convex combination approach,
which would assign a uniform weight to a kernel over the
entire data set, potentially losing locality effects which are
crucial for nearest neighbor performance.

This insight allows us to examine which features are ac-
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Figure 5. Learned kernel weights for MSRC and PASCAL. (a) For kernel K7, its total weight is tr(W?). (b) Weights grouped by class.

tive for each class. For example, in MSRC, color kernels
are selected for points in classes: building, cat, face, grass,
road, sky and tree. With respect to contextual kernels, body,
face and water give importance to pixel interactions, but not
region interactions. In the particular case of class face, this
effect is explained by the fact that faces are surrounded by
(dark) hair.

Similarly, in PASCAL, classes such as boat, bottle, chair
and motorbike get weights for pixel interactions and not re-
gion interaction. This is easily explained for boats, which
are surrounded by water, for which color is highly infor-
mative. Classes bike, bus, sheep and train get weights for
region interactions as they are found in proximity of other
specific objects. For example, bike objects are often over-
lapped by person objects.

Comparison to Other Models To compare our model to
current state-of-the-art algorithms, we compute mean local-
ization accuracy per class. Table 3 shows mean accuracy for
our model and other models for MSRC. We outperform [8]
in half of the classes, and obtain higher average accuracy
overall, demonstrating the benefit of combining different
contextual interaction levels. We compare our model to the
state-of-the-art model [33] and the best results for localiza-
tion in PASCAL 07 challenge [6], as well as two contextual
models [1, 8]. Table 4 shows the localization accuracy for
each class. We notice that our model performs best in the
largest number of classes (tied with [8]), and we achieve a
higher mean localization accuracy.

Our multiple kernel framework for learning a single
metric over all classes outperforms models which learn
class-specific kernel combinations [1, 33]. This owes to the
fact that our embedding algorithm is geared directly toward
multi-class prediction, and information can be shared
between all classes by the joint optimization. Moreover,
models in [1, 33] report only modest gains over the un-
weighted average of base kernels, but our model achieves
significant improvement over both the average and best

kernels. This suggests that convex combinations of kernels
may be too restrictive, but our approach of concatenated
linear projections provides a greater degree of flexibility to
the model.

Implementation Details The same data split of Galleguil-
los et al. [8] was used for MSRC and [6] for PASCAL,
where only 30 images per class where used for training our
model. Multiple stable segmentations were computed with
9 different segmentations (from 2 to 10) which together re-
sults in 54 segments per image. We train our MKLMNN
algorithm using 15 neighbors, and parameters § and +y are
found using cross-validation. For MSRC, the results are sta-
ble for a wide range of k values, between 5 and 15, and k
= 10 is used, and for PASCAL we choose the best &k by us-
ing the validation set. x? kernels (¢ = 3) were used for all
training and test kernel matrices. For our CRF, we the use
same parameters as [8].

6. Conclusion

In this paper, we have introduced a novel framework that
efficiently and effectively combines different levels of local
context interactions. Our multiple kernel learning algorithm
integrates appearance features with pixel and region inter-
action data, resulting in a unified similarity metric which is
optimized for nearest neighbor classification. Object level
interactions are modeled by a conditional random field
(CRF) to produce the final label prediction. We examined
the contribution of each contextual interaction and by
combining these levels we obtain significant improvement
over current state-of-the-art contextual frameworks. We
believe that by adding another object interaction type,
such as spatial context [8], localization accuracy could be
improved further.
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0.7610.27(0.60 | 0.72 10.94|0.71 | 0.95 | 0.70 {0.47|0.70{ 0.50 || 0.66

Ours |1.00|0.98/0.11|0.63]0.55|0.78/0.73|0.88|0.11| 0.80

0.74/0.43| 0.72| 0.72(0.96| 0.76| 0.90| 0.92|0.50|0.76| 0.61|/0.70

[8] 0.73]0.60(0.52{0.81(0.77|0.56{0.91|0.57{0.42| 0.37

0.41(0.46| 0.81/0.65[0.95/0.96 | 0.55|0.54 [0.97]0.80| 0.95{/0.68

Table 3. First two rows: localization accuracy for our system using appearance alone (App) and together with pixel and region interactions
(App+PI+RI). Last two rows: Comparison of localization accuracy between different systems for MSRC object classes. Results in bold
indicate the best performance per class. Our system achieves the best average accuracy.
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Ours|0.33]0.24/0.47)|0.69{0.22|0.37{0.71|0.33|0.07|0.15

0.74|0.21{0.26|0.55{0.33]0.29{0.38|0.23|0.51|0.57|| 0.39

[33]]0.38|0.48/0.15|0.15]0.22|0.51{0.51|0.30{0.17(0.33

0.230.22]0.51|0.46|0.23|0.12{0.24|0.29|0.45[0.49|( 0.32

[8] 10.63]0.22|0.14|0.42|0.43|0.50(0.62|0.32{0.37|0.19

0.300.29]0.15/0.31{0.43|0.33{ 0.41/0.37|0.29(0.62 || 0.37

[1] ]0.11]0.12]0.09]0.06]0.00{0.25]0.14]0.36|0.09|0.14

0.2410.32]0.27]0.34/0.03]0.02{0.09]0.30{0.30{0.08}| 0.17

[6] 10.26]0.41/0.10{0.09/0.21{0.39(0.43|0.24/0.13|0.14

0.10]0.16{0.34/0.38|0.22/0.12{0.18(0.15]0.33]0.29|| -

Table 4. Comparison of localization accuracy between different systems for PASCAL 07 object classes. Results in bold indicate the best
performance per class. Our system achieves the best average accuracy.
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