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1 IntrodutionWe address an open problem in omputer vision: how to reonstrut the shape of an objet withan arbitrary, unknown bidiretional reetane density funtion (BRDF). We also address anopen problem in omputer graphis: how to aurately render syntheti images of a real objet{ one for whih the shape and BRDF are unknown { under arbitrary lighting onditions. Thesolutions to both problems are deeply interrelated and appear to require many images of theobjet illuminated by light soures at di�erent positions. Yet, no assumptions are needed aboutthe nature of the objet's shape, its surfae reetane, or the presene or absene of shadowing.Our solution for reonstruting the objet's shape stands in ontrast to existing methodswhih assume, either impliitly or expliitly, that the BRDF of points on the objet's surfaeare Lambertian, approximately Lambertian, or of some known parametri form. These methodsinlude but are not limited to binoular stereopis, struture from motion, shape from defous,and photometri stereo. In ontrast, we present a omputationally simple, but data intensivemethod for estimating the shape of an objet when the surfae's BRDF is unknown. The methodorretly handles both attahed and ast shadows.The method requires only a single viewpoint of the objet, but many images of the objetilluminated by point light soures at di�erent positions. In partiular, we require two sets ofimages of the objet: an inner and outer set. The inner set of images is reated by moving apoint light soure over any known surfae that is star-shaped (e.g., onvex) with respet to allsurfae points. The outer set of images is similarly aquired, with the additional requirementthat its star-shaped surfae does not interset the inner surfae, see Fig. 1. Note that thesesurfae need not be losed.Using these two sets of images, a point for point reonstrution of the objet's visible surfaeis performed by estimating the depth of eah point along the line of sight. The estimation ofdepth exploits a simple assumption: the radiane along a ray of light is onstant. With thisassumption in hand, we reonstrut the surfae by double overing the light �eld (the spae oflight rays) emanating from the inner star-shaped surfae of light soure positions. In partiular,we are able to equate the sene radiane of a point on the objet's surfae produed by a pointlight soure lying on the inner star-shaped surfae with the sene radiane of the same pointprodued by some orresponding point light soure lying on the outer star-shaped surfae. Theorret orrespondene an then be set up as a one-dimensional optimization problem over thepoint's depth along the light of sight.In addition to reovering the objet's shape, we an use the reovered shape and samplingsof the objet's light �eld to eÆiently and aurately render images of real objets under novelillumination onditions. In [1, 4, 6, 7, 10, 13, 16℄, images of a real objet taken from multipleviewpoints are used to render syntheti images of the objet from arbitrary viewpoints. In[1, 4, 6, 10, 16℄, few real images are needed for the syntheti renderings, but the method �rstmust determine a 3D model of the sene by establishing the orrespondene of features pixelsin the real images. A radial departure from reonstrution or orrespondene-based approahesto image-based rendering was the 4-D lumigraph [7℄ or light �eld [13℄. In these methods,renderings of the objet from novel viewpoints an be synthesized without any 3D model of thesene; however, thousands of real images are needed for aurate renderings. See the disussionin Setion 3. 2



In ontrast to this work, we present a method for rendering syntheti images of an objetor sene from a �xed viewpoint, but under arbitrary illumination onditions. The method usesmany images of an objet illuminated by point light soures, to reover the objet's shape andthen render syntheti images of the objet under arbitrary lighting onditions. The problem ofsynthesizing images for Lambertian surfaes with light soures at in�nity without shadows isonsidered in [17℄ and with shadows in [3℄. Methods for re-rendering images with di�use linearombinations of images formed under di�use light is onsidered in [14℄. It is proposed in [20℄to perform image-based rendering under variable illumination by estimating an apparent BRDF(for a �xed viewing diretion) assoiated with eah sene point by systematially moving lightsoures at in�nity. However, to synthesize images for nearby light soures, 3-D sene geometryas well as the apparent BRDF at eah point is needed, and it is assumed that geometry has beenaquired by some other means (e.g., a range �nder).2 ReonstrutionConsider the general problem of reonstruting from one or more images the 3-D geometry ofa surfae whose bidiretional reetane density funtion (BRDF) is arbitrary (i.e., not wellapproximated by a parametri model suh as Phong) and varying over the surfae. A generalBRDF at a point on the surfae an represented as a 4-D funtion �(d̂; r̂) where d̂ 2 S2 (unitsphere) is the diretion of an inoming light ray, and r̂ 2 S2 is the diretion of the outgoing ray.For a surfae whose BRDF is not a funtion r̂ (e.g., Lambertian), the image intensity of asurfae point will be the same irrespetive of the observer's viewpoint. This \onstant brightnessassumption" is the basis for establishing orrespondene in all dense stereo and motion methods.Yet for objets with a general BRDF, this onstant brightness assumption is violated, and soestablishing orrespondenes between images gathered from di�erent viewpoints is diÆult ifnot impossible; hene methods like stereo, motion, or wide baseline struture from motion areseverely hampered by the invalidity of this assumption.Similarly, nearly all photometri stereo methods assume that the BRDF is Lambertian [12,15, 18, 21℄ or an be spei�ed using a small number of parameters usually derived from limitedphysial models [9, 8, 19℄. In these methods, multiple images under varying lighting diretions(but from �xed viewpoint) are used to estimate the surfae normal for a surfae path projetingonto a single pixel. This proedure is done for eah pixel in the image, and the resulting normal�eld is integrated to produe a surfae.In this setion, we present a method for surfae reonstrution that resembles photometristereo in that a single viewpoint and multiple lighting diretions are used. Yet, our methoddi�ers signi�antly in that depth is diretly estimated, and no assumptions are made about thesurfae BRDF.Let us �rst onsider a �xed alibrated pinhole amera observing a stati sene; see Figure 1.Let the oordinates of a point on the image plane be given by q 2 IR2). For every q, there isa line passing through the optial enter o in the diretion r̂(q) whih we all the line of sightof pixel q. We obtain the funtion r̂(q) during amera alibration, and o will be taken as theorigin. The image point q is the projetion of a sene point p lying on the line de�ned by o andr̂(q). The depth �(q) of p from o is unknown, and the relation an be expressed asp(q; �) = �(q)r̂(q) + o: (1)3
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Figure 1: A two-dimensional shemati of the reonstrution setup. A amera whose originis at o observes a sene point p whih is illuminated by light soures overing two surfaes,parameterized as s1(�1;  1) and s2(�2;  2).The proess of reonstrution is to estimate the depth map �(q), in this ase from images gatheredunder di�erent lighting onditions. Sine we will be able to independently estimate � for eahq, we will drop q from our notation and write p as a funtion of the unknown depth.Consider the sene to be illuminated by an isotropi point light soure (not at in�nity) whoseloation s 2 IR3 is known. The diretion of the light ray from s to p is d̂(s; �) = 1jjp(�)�sjj [p(�)�s℄,while the distane between s and p is d(s; �) = jjp(�)� sjj. While the BRDF is typially de�nedwith respet to a oordinate system attahed to the surfae and with one of the axis in thediretion of the surfae normal n̂, we will speify it in a global oordinate system as a funtionof the inoming light ray d̂ and the outgoing diretion �r̂; i.e., we write the apparent BRDFas �(d̂; r̂). (Note also that this apparent BRDF will inlude global properties of the sene likeast shadows.) While the relation between the inoming irradiane to the outgoing radiane isproportional to the true BRDF and the osine between the inoming light and surfae normal,we \fold" the osine term into the apparent BRDF �(d̂; r̂).The image intensity measured at q is a funtion of the light soure intensity, d2(s; �) and�(d̂; r̂). Without loss of generality, let all images be aquired with the same light soure whihan be taken to have unit intensity. The measured image intensity (irradiane) for image pointq orresponding to a surfae point at depth � illuminated by light soure s an be expressed as:i(s) = 1d2(s; �)�(d̂(s; �); r̂): (2)4



As shown in Figure 1, let the light soure be moved over any known surfae whih is star-shapedwith respet to all points on the objet { any onvex surfae is suÆient. Parameterizing thesurfae by (�1;  1), it an be expressed as s1(�1;  1). For every light soure position s1(�1;  1),an image i1(�1;  1) is measured. If the depth � were known, then from the image data, a two-dimensional slie for �xed r̂ of the apparent BRDF at p ould be determined as �(d̂(s; �); r̂) =d2(s1(�1;  1); �)i1(�1;  1). During modeling, the viewing diretion r̂ is �xed, but all light sourediretions are overed. Alternatively, if the BRDF were known, then one an solve for the depth� given the measured intensities i1(�1;  1) and the known light soure positions s1(�1;  1).We now onsider a method for simultaneously estimating the BRDF and the depth. Let aseond light soure be moved on seond star-shaped surfae whih does not interset the �rstone. Express this surfae parametrially as s2(�2;  2) and the orresponding measured imagesintensities as i2(�2;  2).For every light soure position from the �rst (inner) surfae s1(�1;  1), there is a light soure onthe seond (outer) surfae s2(�2;  2) where the ray from p through s1(�1;  1) is idential to theray from p through s2(�2;  2); see Figure 1. We an express this orrespondene of light soureson the two surfaes as a hange of oordinates �2(�1;  1;�) and  2(�1;  1;�). This hange ofoordinates depends on the unknown loation of p, and so it is parameterized by the depth �.For suh a pair of light soures s1(�1;  1) and s2(�2;  2), the value of the apparent BRDF�(d̂; r̂) is the same, and so the image intensities are related byi2(�2;  2) = [d1(s1(�1;  1); �)℄2[d2(s2(�2;  2); �)℄2 i1(�1;  1)= i2(�2(�1;  1;�);  2(�1;  1;�)) (3)This relation between the intensities for orresponding light soures an be used to form anobjetive that is a funtion of the depth �:O(�) = R R [d22(�)i2(�2(�1;  1;�);  2(�1;  1;�))�d21(�)i1(�1;  1)℄2d�1d 1: (4)The depth � is then found by minimizing O(�), whih would be zero without any image noise.At suh a minimum, we have found a depth where the orrespondene between light soures onthe two surfaes leads to image intensities whih are onsistent.2.1 ImplementationWe have implemented this method using syntheti images reated by a ray traing pakage(VORT). In the reported experiments, a teapot rests on a Lambertian support plane. Phongshading is used to model the reetane funtion of the teapot, with parameters hosen for aLambertian teapot, a plasti teapot, and a metal teapot. Naturally, the reonstrution methodhas no knowledge of the underlying struture of the BRDF. Figure 2 shows a olletion of sampleimages of a plasti teapot.The development of (4) is based on measuring the image intensity as a ontinuous funtion ofthe light soure loation. In pratie, we obtain images by sampling the two surfaes of pointlight soures; in our examples the two surfaes were taken to be spheres about the objet. Ingeneral for some sampled light soure s1(�1;  1), there is no orresponding sampled light soure5



Figure 2: The top row shows four input images from the inner sphere of light soures. Thebottom row shows four input images from the outer sphere of light soures. Notie the attahedand ast shadows as well as the speularities.
Figure 3: Three views of the reonstruted plasti teapot. (Caveat: when plotted using matlab,the sales in the x; y and z diretions are arbitrary resulting in a global aÆne transformation ofthe shape in these �gures.)at s2(�2(�1;  1;�);  2(�1;  1;�)). So, instead, we must interpolate from the available samples,and this is done as follows. A Delaunay triangulation of the sampled light soures on theseond surfae is performed. Given s1(�1;  1) and an estimated depth �, we �nd the intersetions02(�1;  1) of the ray de�ned by p(q) and s1(�1;  1) with one of the triangles in the triangulation ofthe seond surfae. From the intensity values orresponding to the verties and the oordinatesof the light soure of the verties, bilinear interpolation is used to approximate the intensityi02(s02).The integral in (4) beomes a summation over n sampled light soures whose loations ares(�j;  j) on the �rst surfae and with orresponding pixel intensity i1(�j;  j). This leads to thedisrete form of the objetive funtion,O0(�) = Pnj=1[d22(�)i02(�2(�j;  j;�);  2(�j;  j;�))�d21(�)i1( j;  j)℄2: (5)There is no reason to expet (5) to be onvex, but fortunately it is only a funtion of onevariable �, and we have bounds on � given by smallest diameter of the two surfaes of light6
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Figure 4: a. Without knowing the sene geometry, there is no way to determine whih line ofsight r1 � � � r5 orresponds to an illuminating ray, say g; b. However, if the sene geometry isknown, then one an establish the orrespondene of g with r3.soures. To estimate the minimum of O0(�), we evaluate O0 for ten values of �, selet theminimal one, and then perform loal optimization on O0(�). Sine O0(�) is independent for eahpixel, the depth of eah pixel �(q) an be estimated independently.In Fig. 2, we display eight of the 400 VORT generated images used to reonstrut the plastiteapot. For the inner surfae of light soures, a total of 320 monohrome images with 100x100pixels were used. For the outer surfae of light soures, a total of 80 monohrome images with100x100 pixels were used. Figure 3 shows results of the reonstrution as a wire-frame displayedfrom three di�erent viewpoints. Similar tests were performed on a purely Lambertian teapotand a highly speular (metal) teapot, but the results were so similar that they did not warrantinlusion in this paper.3 Image-based renderingAt SIGGRAPH 1996, two papers introdued a novel approah to image-based rendering of natural3-D senes from arbitrary viewpoints [7, 13℄. Rather than modeling objet geometry and thereetane funtion aross the surfae as is traditionally done in omputer graphis, the approahis based on diretly representing the radiane in all diretions emanating from a sene underonstant illumination. As disussed in [11℄, the set of light rays is a four-dimensional manifold.Under stati illumination, the radiane along a ray in free spae is onstant. Note that thisredues the 5-D plenopti funtion to 4-D [5℄. Now onsider surrounding a sene by a losedsmooth onvex surfae. By moving a amera with its two-dimensional image plane over theentire surfae (a 2-D manifold), one an sample the intensity along every ray emanating fromthe surfae. In doing this, one obtains a funtion on the 4-D ray spae L whih has been alledthe Lumigraph [7℄ or light �eld [13℄.For any viewpoint o outside of the surfae, an image an be synthesized by onsidering theradiane of all of the rays passing through o. The set of rays passing through o is simply atwo-dimensional subset of L, and radiane of those rays that interset the image plane are usedto ompute the irradiane of the synthesized image. This turns rendering into a problem of7



simply indexing into a representation of L rather than a ray traing or radiosity problem. Theadvantages of suh an approah are that the representation is onstruted diretly from imageswithout needing reonstrution or orrespondene, that no assumptions about the surfae BRDFare required, and that interreetions do not need to be omputed sine they have ourredphysially when the images were aquired. The main hallenges and issues of this approah areinterpolation from the �nite number of sample images, ompression of the lumigraph/light �eldrepresentation whih is onstruted from a very large number of images, and aurate ameraloalization during modeling.In [7, 13℄ the illumination must be onstant during modeling, and all synthesized images arevalid only under the same illumination; this ompliates rendering senes omposed of bothtraditional geometri models and lumigraphs/light �elds under general lighting. It is natural toask whether one ould diretly \turn the lumigraph/light �eld around" and synthesize imagesunder �xed pose, but variable lighting. As desribed in [11℄, the spae of soure rays illuminatinga sene is four-dimensional. Like the rays passing through a amera's optial enter, the set oflight rays emanating from a point light soure is two-dimensional. Hene, by moving an isotropipoint soure over a losed surfae (a 2-D manifold) bounding a sene, images an be aquiredfor all possible soure rays rossing this surfae. As in the reonstrution method desribed inSetion 2, let the surfae of point soure loations be given by s(�;  ) and the images be givenby I(�;  );Now onsider synthesizing an image from the same viewpoint, but under ompletely di�erentlighting onditions. The applied lighting is a funtion on the 4-D light ray spae. For a singleillumination ray g, we an �nd the intersetion of the ray with the surfae of point soures.The intersetion is a point light soure loation s(�;  ) and there is orresponding image I(�;  ).There exists a light ray emanating from the point soure s(�;  ) oinident with g whih intersetsthe sene, and sheds light onto some image pixel. However, it is not evident whih pixel of I(�;  )orresponds to the intersetion of the illuminating ray and the surfae. This problem is illustratedin Figure 4.a. If the depth were known, this dilemma of determining the orrespondene betweenan image pixel and an illuminating ray an be resolved as illustrated in Figure 4.b.These observations lead us to a method for rendering an image of a sene illuminated by a pointlight soure s whih does not neessarily lie on the surfae de�ned by s(�;  ). The method anlearly be extended to render senes under other light soures, e.g., area soures, strip soures,point soures at in�nity, et. First, the method of Setion 2 is used to reonstrut the depth �(q)of the surfae orresponding to eah pixel. As in Setion 2, the surfae of light soure loations,say s1(�1;  1), is triangulated. To determine the intensity of a pixel q for point light soure s,we �nd the intersetion s0 of the ray de�ned by p(q) and s with one of the triangles in the abovementioned triangulation. See Figure 5. If the intersetion happens to be a vertex, then theintensity of the pixel in the orresponding measurement image ould be used. Sine this is rarelythe ase, we instead interpolate the intensities of orresponding pixels assoiated with the threeverties to estimate the intensity i0(q) for a �titious point light soure at s0. Beause the solidangle of the surfae orresponding to q as seen by the s and s0 depends on the squared distane,the pixel is rendered with i(q) = jjp� s0jj2jjp� sjj2 i0(q): (6)8
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s1(φφ11, ψψ11)Figure 5: To render pixel q (determine its intensity i(q)) for point light soure s whih doesnot lie on s1(�1;  1), the reonstruted point p is required. The intersetion s0 of the ray fromp through s with the triangulated surfae of light soures is determined. Based on the verties(sample light soures) of the triangle ontaining s0 (e.g., s1 and s2 in this �gure), the imageintensity i(q) is determined by interpolating the measured pixel intensities in the images formedunder light soures loated at the verties.For eah pixel in the synthesized images, this proedure an be performed independently. Imagesfor multiple point light soures fs1; � � � ; sng an be synthesized simply through superposition ofthe images I1 � � � In formed for eah light soure, weighted by the relative strength of the lightsoures.We have implemented this approah and tested it using the same syntheti images mentionedabove. In the �rst test, we reated a movie in whih the light soure starts o� at in�nity to theleft of the teapot, heads in a diretion parallel to the image plane and toward the optial axis,takes a 90Æ turn along the optial axis, and heads bak out to in�nity. The path of the lightsoure is shown in the top of Fig. 6, and sample frames from the movie are shown in bottomof Fig. 6. Notie the motion of the speularity and how the shape of the shadows hange asthe light soure moves. In the seond test, we used our method to synthetially generate twoimages of the teapot with a di�use light soure, see Fig. 7.a. Finally in the third test, we usedour method to generate two images of the teapot with an anisotropi spotlight, see Fig. 7.b.4 DisussionThe major ontributions of the paper are the following:� We have presented a method for reonstruting the shape of an objet from images in whihthe objet is illuminated by single point light soures loated at di�erent positions. The9
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Figure 6: The rendered images are frames from a movie of a simulated moving point light soure.As shown above, the point light soure starts o� far to the left of the teapot, heads in a diretionparallel to the image plane and toward the optial axis, takes a 90Æ turn along the optial axis,and heads away from the teapot. The image orresponding to the turn is in the forth row andforth olumn. 10



Figure 7: a. The left two images were synthetially generated using di�use light soure to theleft and enter of the teapot; b. The right two images were synthetially generated using ananisotropi spotlight to the left and enter of the teapot.method makes no assumptions about the shape of the objet, the surfae BRDF, or thepresene or absene of shadows.� We have presented a method for rendering novel images of the objet under arbitrarylighting onditions. The method orretly handles shadowing without the need for raytraing and an synthesize point, anisotropi, extended, or any other type of light soure.As yet, we have not implemented this method on images of real objets, sine this requires aspeial rig for moving the light soure. We are urrently in the proess of building this lightsoure rig and hope to generate reonstrutions and synthetially rendered images for a largedatabase of objets.There are many issues to explore: What is the relationship of the BRDF and geometry tothe neessary sampling rate of light soures to yield e�etive reonstrutions and renderings?What are eÆient ways to ompress the presumably redundant information for most senes?What are fast ways to render images using the resulting representation? How an suh methodsbe extended to handle di�erent viewpoints as well as illumination. Note that while we havereonstruted a 3-D surfae whih ould be viewed from an arbitrary viewpoint, we only reovera 2-D slie of the BRDF at eah point. Are there prinipled means to extrapolate the apparent4-D BRDF from the 2-D slie?Currently, our method for reonstrution requires that the light soure positions be known. Itwould be preferable to simply \wave" a light over the objet during image aquisition, and thento simultaneously estimate the light soure position and struture during reonstrution. Whilewe are exploring methods for doing this, we wonder if there are inherent ambiguities suh asthe generalized bas-relief ambiguity found in reonstrution of Lambertian surfaes from imageswhere the positions of the light soure at in�nity are unknown [2℄.Referenes[1℄ S. Avidan and A. Shashua. Novel view synthesis in tensor spae. In Pro. IEEE Conf. on Comp.Vision and Patt. Reog., pages 1034{1040, 1997.[2℄ P. Belhumeur, D. Kriegman, and A. Yuille. The bas-relief ambiguity. In Pro. IEEE Conf. onComp. Vision and Patt. Reog., pages 1040{1046, San Jaun, PR, 1997.[3℄ P. N. Belhumeur and D. J. Kriegman. What is the set of images of an objet under all possiblelighting onditions. Int. J. Computer Vision, 28(3):245{260, 1998.11
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