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1 IntroductionThere have been two approaches to mobile robot navigation in the literature: reconstruc-tionist versus reactive. In the more traditional reconstuctionist approach, sensor information(stereo vision, motion, LIDAR, sonar, etc.) is used to construct a three dimensional modelor map of the robot's environment [2, 7, 14, 17]. In this approach a great deal of e�ort isrequired to maintain a consistent (and hopefully accurate) representation of the geometryof the world [5, 8, 22, 29]. On the other hand, the reactive paradigm, initially championedby Brooks [4] and adopted by many others [1, 25], bases robot behavior more directly onimmediate sensor data and less on a stored representation. In particular explicit, large scalereconstruction is avoided because as argued by proponents, the world is not static, it is di�-cult to maintain a consistent representation, and perhaps more importantly, it is unnecessaryfor most navigation tasks.In the our own work, we have developed algorithms for systematically exploring a boundedtwo dimensional con�guration space in search of a recognizable object [30, 31]. A prototyp-ical task for an indoor mobile robot operating in an o�ce setting might be fetching outputfrom a printer. Clearly the robot must be able to recognize the printer when it is in sight.In addition to recognizing its goal, the robot takes advantage of objects that it can recognizealong the way. As a byproduct, the algorithm constructs a \topological representation" ofthe environment akin to a level of Kuiper's spatial semantic hierarchy [19]. The represen-tation essentially encodes which recognizable objects are visible in the vicinity of a givenrecognizable object, and this leads to a natural graph structure. A robot can execute a plan,de�ned by a path through this graph, using a combination of boundary following and \visualservoing" to approach the recognizable object. A planned path is represented much like aperson's description of a route (e.g. go down main street until you see the tra�c light andturn left, then turn right at the gas station) rather than a trajectory in some �xed, absolutecoordinate system, e.g. [x(t); y(t); �(t)]. Exploration is then cast as the process of learningthis graph and terminating when the recognizable object has been found. As a byproduct,the learned graph can be used for future navigation tasks. Note that this is not a quantitativereconstruction of the geometric structure of the environment but instead encapsulates the2



qualitative relationship of recognizable objects. The graph can be augmented with metricinformation (e.g. distances between objects) allowing shorter routes to be planned.The exploration/navigation algorithm described above has been implemented on ourmobile robot [31], and the focus of this work as to show how object recognition could be usedto solve navigation and exploration problems rather than using reconstruction. The actualproblem of object recognition was trivialized by tacking recognizable targets (essentially barcodes) on objects; these targets are easily recognized even in cluttered scenes. One obviousapproach to using natural objects rather than arti�cial landmarks would be to store some 3Dmodel of a set of objects that the robot is likely to encounter and use one of the establishedrecognition techniques such as alignment [13, 15], interpretation trees [9, 10], geometricinvariance [26], aspect graphs [3, 16, 20, 27] or geometric hashing [34]. While prior modelsare useful for describing the destination, such an approach is going be ine�ective duringthe course of navigation when the robot encounters many unmodelled objects. Instead, therobot should be able to learn about the new objects that it encounters and retain modelsof those objects that are useful for the task. Besides our own work, landmarks have beencritical to many other approaches to navigation [18, 21, 23].In this paper, we consider the problem of recognizing and learning about perceptuallysalient objects or landmarks from image data. Thus, a robot would not have to be prepro-grammed with CAD-like models of important objects and instead would learn from whatit encounters. What the robot uses a landmark will be driven by the statistical distribu-tion of objects and features that it encounters in the world rather than some prior set ofpreprogrammed models.The goal of identifying and later recognizing perceptually distinctive objects (also termedlandmarks) can be cast as the following problem: Given a set of features, select a subset ofthese features which in a monocular image is most likely to be recognized and least likelyto be confused with any of the other group of features. Here, we assume landmarks areselected from a set of viewpoint independent 3D features (e.g. points or lines) that areindistinguishable; that is they cannot be di�erentiated by local geometry, color, or texturenor can they be distinguished by adjacency information (e.g. connectivity by edges). Ifsuch information were available, it would naturally simplify the resulting combinatorics and3



improve accuracy.We take the following approach: From a set of 3D features, a subset of the featuresbecomes a hypothetical landmark model. For this set of features, a recognition function canbe constructed which evaluates to zero for any noiseless image of these features. Applyingthis function to actual image data, a set of features is taken to be an instance of the modelwhen the function evaluates to zero. Because of image noise, it will not evaluate preciselyto zero, and a range of values (presumable about zero) must be accepted. Knowing theprobability distribution of image measurements, an optimal range can be selected basedon a Bayes detector. Furthermore, the probabilities of mistaking some other object as alandmark (false positives) or missing a landmark (false negatives) can be computed. For aset of hypothetical landmarks, the one which minimizes the Bayes cost can be selected asthe most salient landmarkww and used for robot navigation.In this paper, we simplify the problem in the following way: we assume that the mobilerobot only travels along a horizontal ground plane, and the only features considered arevertical lines. Together, this allows us to reduce the problem to using point features in theplane. We assume Gaussian image noise, though other models could be employed. We alsoassume that the 3D features are visible from any viewpoint within a certain distance (i.e., noocclusion). Taken together, these assumptions allow for tractable formulation. Future workwill include methods for relaxing some of these assumptions to a richer set of features, morerealistic noise models, and using representations like aspect graphs to handle occlusion.The paper is organized as follows: In section 2, the world model and recognition functionsare introduced. We then develop the probability densities for the result of applying therecognition function to noisy data, and a method for selecting the most distinguishablelandmark using a Bayesian criterion is established in section 3. The approach has beenimplemented, and in section 4 we consider the result of applying this method. Finally, weconclude with a discussion of the method and some future directions.4
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     aFigure 1: a. The frames and vectors associate with two views of a point. b. The perspectiveprojection imaging model.2 Recognition Functions and Model-based invariantsRecently, Weinshall introduced the notion of \model-based invariants" for object recogni-tion [33]. From a set of m 3D features called the modelM, a real valued recognition functionI(a) can be constructed where a is a vector of the image measurements. The recognitionfunction I(a) evaluates to zero for any image of the model M. Thus, given an image withn features, an algorithm for recognizing M is to choose all �nm� subsets of m features andevaluate I(a). The subset of m features which minimizes jI(a)j is considered to be therecognized object.In this paper, we assume that the robot moves on a horizontal ground plane and that thecamera is modeled by perspective projection. As in [17], note that for a camera whose opticalaxis is parallel to the ground plane, the image of vertical 3D lines will be vertical. Usingvertical line segments as features, and projecting both the features and the image plane ontothe ground plane, the problem can be modelled in two dimensions. The features projectto points in the plane, the camera position is given by one orientation and two translationparameters, and the image plane can be considered an image line.As shown in Figure 1.a, de�ne a coordinate system attached to the camera's opticalcenter with the x-axis in the direction of the optical axis. Given the coordinates of a pointin the world frame wpi = ( wxi ; wyi ), the coordinates of the point in the camera frame are5



given by:1 cpi = cwR wp i + ct : (1)" cxicyi #= "cos � sin �� sin � cos �# " wxiwyi #+ " ctxcty #where cwR is a 2D rotation matrix of the world frame relative to the camera frame, and ctis the translation vector in camera frame.Assuming a camera with unit focal length, the image line (projection onto the groundplane of the image plane) is located at x = 1 in the camera frame. Let ai be the imagemeasurements of cp i, thenai = cyicxi = wyi cos � � wxi sin � + ctywxi cos � + wyi sin � + ctx : (2)As shown in Figure 1.b, from an image measurement ai of a 2D point cp i, we know thatcp i lies on a ray de�ned by the optical center and the point (ai; 1). Considering the vectorcm i = [ai;�1]t to be a vector that is orthogonal to this ray, we can derive the followingconstraint in the camera coordinate system:cm i � cpi = 0 (3)Expanding the above equation and expressing the coordinates of cpi in the world frame,we can construct an equation in three variables (�; ctx ; cty ),(ai wxi � wyi ) cos � + (ai wyi + wxi ) sin � + ai ctx � cty = 0: (4)Since each measurement provides one constraint on the values of (�; ctx ; cty ), the threevariables (�; ctx ; cty ) in Equation (4) can be determined using three points and their images.For four points, we can construct a model-based recognition function I(a), where a =(a1; a2; a3; a4) is a vector of the image measurements in camera frame. Without loss ofgenerality, we can let wp 1 = (0; 0) and wp 2 = (1; 0) by translating, rotating and scaling the1To represent the coordinates of a vector, we follow the notation established by Craig [6]; the leadingsuperscript indicates the frame in which the coordinates are expressed. Premultiplying the coordinates of avector written in frame w by a rotation matrix cwR yields the coordinates in frame c.6



four points. The recognition function is then of the form:I(a) = a12(k1 + k9a2 + k10a3 + k11a4 + k18a2a3 + k19a2a4 + k20a3a4) + a22(k2 + k8a1 + k12a3+ k13a4 + k21a1a3 + k22a1a4 + k23a3a4) + a1(k4a3 + k5a4) + a2(k6a3 + k7a4)+ a1a2(k3 + k14a3 + k15a4) + a3a4(k16a1 + k17a2 + k24a1a2): (5)wherek1 = k23 = x4y3 � x3y4 + y3 � y4k2 = k20 = x4y3 � x3y4k3 = �k21 = k24 = �2(x4y3 � x3y4)� y3 + y4k4 = �k6 = �k19 = k22 = y4k5 = �k7 = �k18 = k21 = �y3k8 = �k9 = �k16 = k17 = �x3 + x4k10 = �k13 = �y3y4 � x3x4 � x3k11 = �k12 = y3y4 + x3x4 + x4k14 = �k15 = 2(y3y4 + x3x4) + x3 + x4The coe�cients ki are constants determined by the world coordinates of the four modelpoints. Note that I(a) is a quartic polynomial in the image measurements ai. The valueof the recognition function I(a) is not a�ected by changes in viewpoint. In our case, I(a)evaluates to zero for all image views if there is no noise.By construction, the function I(a) is independent of the coordinate system used to specifypi. Any two point sets that di�er by a similarity transformation lead to the same recognitionfunction, and so they are indistinguishable under I(a). Two sets of points that di�er by are
ection will also be indistinguishable.The goal of identifying and recognizing distinguishable landmarks from a set of 3D fea-tures is then simpli�ed to the following 2D problem: Given a set of 2D points, generatemodel-based invariant recognition functions for all of the four-point models and select theone with the lowest Bayes cost as the most recognizable landmark. We now consider theselection problem. 7



3 Selecting distinguishable landmarksIf there were no measurement noise or detector bias, every instance of a model would becorrectly recognized; the only falsely identi�ed or missed landmarks would arise either fromobjects that are equivalent to the model up to some transformation or would occur from anaccidental viewpoint. With image noise, the situation is di�erent; the recognition functionwill no longer evaluate to precisely zero, and so a range R of values is employed. If I(a) 2 R,then a is considered to arise from an instance of modelM. Two similar 3D objects are likelyto be indistinguishable frommany viewpoints since their images will be similar; consequentlyfor both objects, I(a) may fall within R. To use a Bayesian approach for selecting thelandmark that is most recognizable in noisy image data from the majority of viewpoints, we�rst need to �nd the probability distribution of the recognition function p(I jM;v) over theset of viewpoints for which the features are visible.3.1 Probability distribution for one viewpointFirst, let us consider the distribution of I(a) from a single viewpoint when a is corruptedby noise. For a model M, the ideal image measurements a from a particular viewpointv = (tx; ty; �) can be expressed as a(M;v) as given in Equation (2). We assume thatimage measurements are corrupted by additive Gaussian noise (zero mean, a known constantvariance �), and that the noise associated with each measurement is independent. Withnoise, we have ~a = a(M;v) + nw where n is a vector of m independent, zero mean, Gaussian random variables, each withvariance �.The result of applying the recognition function to ~a is another random variable I(~a).The probability density p(I jM;v) could be computed using I(a), a(M;v), and the knownstatistics of n. However, because I(a) is nonlinear, I(~a) will not be zero mean and will nothave a normal distribution. It appears to be problematic to compute p(I jM;v) analytically,and even if it can be found it is cumbersome. Therefore we will approximate the probabilitydensity of (I jM;v) by a Gaussian and retain the �rst two moments of (I jM;v). We now8



compute these two moments.Let m denote the power of the Gaussian noise ni, then the moments of ni areE fnimg = (0 m is odd1 � 3 : : : (m� 1)�n m is even (6)From the moments of ni, the moments of ~ai are given by:E f~aig=E fai + nig = aiE n~a2io=E nai2 + 2aini + ni2o = ai2 + �2E n~a3io=E nai3 + 3ai2ni + 3aini2 + ni3o = ai3 + 3ai�2E n~a4io=E nai4 + 4ai3ni + 6ai2ni2 + 4ni3ai + ni4o = ai4 + 6ai2�2 + 3�4It is easy to show that if the random variables x1; : : : ; xn are independent, the randomvariables y1 = f1(x1); : : : ; yn = fn(xn) are also independent. Since the ni's are independent,we know that ~a is a vector of m independent random variables. Also from the independenceof ni, if g(~ai) is a function of ~ai, then we haveE fg(~ai)g(~aj)g = E fg(~ai)g � E fg(~aj)g : (7)Now we can compute the moments of the recognition function for a speci�c viewpointwhen there is Gaussian image noise using the above results.The mean of (I jM;v) is�(~a) = EfI(~a)g = I (a) + [k1 + k2 + k8a1 + k9a2 + (k10 + k12)a3 + (k11 + k13)a4+ k18a2a3 + k19a2a4 + (k20 + k23)a3a4 + k21a1a3 + k22a1a4]�2 (8)where ki are coe�cients of I(a) given in Equation (5).To compute the variance, we �rst expand I(~a),I(~a)� �(~a) = c 1 + c2n1 + c3n2 + c4n3 + c5n4 + c6n1n1 + c7n22 + c8n1n2 + c9n1n3+ c10n1n4 + c11n2n3 + c12n2n4 + c13n3n4 + c14n12n2 + c15n12n3+ c16n12n4 + c17n1n22 + c18n22n3 + c19n22n4 + c20n1n2n3 + c21n1n2n4+ c22n1n3n4 + c23n2n3n4 + k18n12n2n3 + k19n12n2n4 + k21n12n3n4+ k22n1n22n3 + k23n1n22n4 + k24n22n3n4 + k20n1n2n3n4: (9)9



wherec14= k9 + k18a3 + k19a4; c15 = k10 + k18a2 + k20a4c16= k11 + k19a2 + k20a3; c17 = k8 + k21a3 + k22a4c18= k12 + k21a1 + k23a4; c19 = k13 + k22a1 + k23a3c20= k14 + 2(k18a1 + k21a2) + k24a4; c21 = k15 + 2(k19a1 + k22a2) + k24a3c22= k16 + 2k20a1 + k24a2; c23 = k17 + 2k23a2 + k24a1c6= k1 + c14a2 + k10a3 + a4(k11 + k20a3)c7= k2 + c17a1 + k12a3 + a4(k13 + k23a3)c8= k3 + 2c14a1 + 2c17a2 + k14a3 + a4(k15 + k24a3)c9= k4 + 2k10a1 � a2(k21a2 + c20) + k16a4c10= k5 + 2k11a1 � a2(k22a2 + c21) + k16a3c11= k6 + a1(k14 + k18a1 + k24a4) + 2c18a2 + k17a4c12= k7 + a1(k15 + k19a1 + k24a3) + 2c19a2 + k17a3c13=�a1(k20a1 + c22) + a2(k17 + k23a2); c1 = �(c6 + c7)�2c2=2c6a1 + a2(k3 + k14a3 + k15a4 + c17a2) + a3(k4 + k16a4 + k24a2a4) + k5a4c3= a1(k3 + k14a3 + k15a4 + c14a1) + 2a2(k2 + k12a3 + k13a4 + c17a1) + a3(k6 + c23a4) + k7a4c4= a1(k4 + k14a2 + k16a4 + c15a1) + a2(k6 + k17a4 + k24a1a4 + c18a2)c5= a1(k5 + k15a2 + k16a3 + c16a1) + a2(k7 + k17a3 + k24a1a3 + c19a2) (10)From Equation 9, we can compute the variance of (I jM;v),�2(~a) = E n[I(~a)� �(~a)]2o = q1 + q2�2 + q3�4 + q4�6 + q5�8where q1= c12; q2 = c22 + c32 + c42 + c52 + 2c1(c6 + c7)q3=3(c62 + c72) + c82 + c92 + c210 + c211 + c212 + c213 + 2c2c17 + c3c14+ c4(c15 + c18) + c5(c16 + c19) + c6c710



q4=3(c142 + c152 + c162 + c172 + c182 + c192) + c202 + c212 + c222 + c232+2(c9c26 + c10c27 + c11c24 + c12c25 + c13(c28 + c30) + c15c18 + c16c19q5=3(c224 + c252 + c262 + c272 + c282 + c302) + c292 + 2c28c30 (11)Note that qi's are functions of a.3.2 Probability distribution for all viewpointsThe computation of section 3.1 provides the density of I(~a) from only one viewpoint. Now,we can consider the distribution of I(~a) taken over the range of viewpoints V from which thefeatures are visible. Since we assumed that measurement noise n is independent and white,the probability density for model M is:p(I jM) = Zv2V p(I jM;v)p(v)dv (12)where p(v) is the likelihood of the camera being located at viewpoint v.Since we assumed that measurement noise n is independent and white, the mean andvariance of (I jM) can be computed from��(~a)= Z Zv2V I p(I jM;v)p(v)dv dI = Zv2V �(~a) p(v)dv: (13)��2(~a)=EfI2g � ��2 = Z Zv2V I2 p(I jM;v)p(v)dv dI � ��2= Zv2V Ef(I jM;v)2gp(v)dv� ��2 = Zv2V(�2 + �2)p(v)dv � ��2: (14)Thus, the average and variance of p(I jM) over all viewpoints is given by integrating themoments (e.g. Efp(I jM)g) with respect to �; tx; and ty for all viewpoints within thevisible area V. Supposing that the observer is equally likely to be at any viewpoint, thenp(v) = 1Rv2V dv , then��(~a) = Rv2V �(~a)dvRv2V dv ; and ��2(~a) = Rv2V(�2 + �2)dvRv2V dv � ��2:3.3 Viewpoint spaceThere is a set of viewpoints for which all of the features in a model are visible. This setdepends on camera resolution, the �eld of view of the camera, and possible occlusion by11
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Figure 2: The visible area of a cameraother surfaces in the scene. Here, we will not be concerned with possible occlusion byopaque objects, but will handle the other two issues.First, let � denote the �eld of view of the camera. If all of the feature points can becontained within a circle of radius b as shown in �gure 2, then all of the features are visiblefor all viewpoints outside of a circle of radius d = bsin(�2 ) . Because of the limited �eld of viewof the camera, the model will only be visible from an interval of orientation. Expressing thelocation of the camera center in polar coordinates (r; �) as tx = r cos� and ty = r sin�, therange of camera orientations for which all of the features are visible is given by:� 2 (�min(r); �max(r)) = (�+ � � �2 + �; �+ � + �2 � �)where � = arctan �dr� is the angular deviation of the camera orientation at a distance rfrom the center of the circle. Thus, for any camera center outside of the circle of radiusd and orientation within (�min; �max), all of the feature points will be within the �eld ofview; therefore any modelMi will also be visible. To account for the �nite resolution of thecamera, we assume that all features contained within a circle of radius b will be visible fromany viewpoint inside a circle of radius R. Thus, the visible area is taken to be an annulus.From the change of coordinates, we have d� � dtx � dty = r � d� � dr � d�. The spatial mean12



of p(I jM) is ��(~a) = R 2�0 RRd R �max(r)�min(r) �(~a) rd�drd�R 2�0 RR(�)d R �max�min rd�drd�The spatial variance of p(I jM) is��2(~a) = R 2�0 RRd R �max(r)�min(r) (�2 + �2) rd�drd�R 2�0 RR(�)d R �max�min rd�drd� � ��2Unfortunately, the mean ��(~a) and the variance ��2(~a) cannot be integrated analytically,and so they can be approximated by computing the �nite sum with suitably �ne sampling.Given the spatial probability distribution of p(I jM), we now compute the recognition in-terval of the model M using the Bayes criterion.3.4 Computing recognition intervalsConsider what happens when I(a) is applied to noisy images of some other set of featurepoints G. From I(a), G, and the known statistics of n, the density function p(I j G) can bedetermined for observing G from all viewpoints. Thus we have the distribution of applyingI(a) to the correct modelM and to an incorrect set of points G. Typically the distributionof p(I jM) is nearly zero mean and has a fairly small variance, whereas p(I j G) is likely tohave a mean that is far from zero and a rather broad distribution. That is, for a mismatch,the value of I(a) is likely to be far from zero and to vary quite a bit with viewpoint.3.4.1 Bayes criterionThe recognition problem is to decide, based on the value returned by the recognition functionfrom a single observation, whether or not a set of image features is identi�ed as M. We callhypothesis H0 the event that image measurements are the image of M and the alternativehypothesis H1 that the features do not arise from M. There is a probabilistic descriptioncorresponding to each hypothesis. We know that either H0 or H1 is true. A criterionfor making the decision must be selected. That is, given a recognition value I(a), whichhypothesis is most probably true? The Bayes criterion can be used to determine the optimalrange R of values of I(a) which will be accepted as images of M.13



There are two kinds of errors that can be made. One is to choose H0 given H1 is true(false negative), the other one is to select H1 when H0 is true (false positive). Dependingupon the application, the consequences of each type of error may not be equally important,and so costs are assigned to each type of error. Let Cij denote the cost associated withchoosing hypothesis Hi when in fact hypothesis Hj is true. Without loss of generality, letC00 = C11 = 0 and C10 > C00 and C01 > C11. The Bayes criterion is to select a R so thatthe average cost will be minimized. Thus the region R where H1 is chosen is [32]:R = fI 2 IR : p(I jH1) > p(I jH0) (p(H0)p(H1))(C10C01 )gWe denote H1 as the hypothesis that M is present and H0 as the hypothesis that M isnot present. Let Gj denote some model other than M. If the only features in the scene arisefrom the hypothetical models M and Gj, thenp(H1) = p(M)p(H0) = Pn�1j=1 p(Gj) = 1� p(M):Assuming that all features and consequently all models are equally probable, then wehave p(M) = 1n , p(H0) = n�1n , and p(Gj) = 1n�1 . Furthermore, the conditional probabilitiesfor the two hypotheses are given by:p(I jH1) = p(I jM)p(I jH0) = Pn�1j=1 p(I j Gj)p(Gj):Bayes' rule and the conditional densities p(I jM) given in Equation (12) can be used tocompute R: R = fI 2 IR : p(I jM) > (C10C01 ) n�1Xj=1 p(I j Gj)gThe range R will minimize the average Bayes cost.3.4.2 Recognition IntervalThe optimal range R may be composed of a set of disjoint intervals. Rather than employingall of the intervals of R, we use the single interval about the mean of p(I jM). In particularwe denote the interval (xl; xr) � R such that �� 2 (xl; xr) as the recognition interval ofmodel M. Since the conditional probability density functions are di�erentiable, we can use14



Newton's method [28] to solve the following equation to �nd the limits of the recognitioninterval (xl; xr). f(I) = p(I jM)� (C10C01 ) n�1Xj=1 p(I j Gj) = 0To decide the lower bound xl, we repeat Newton's method by making several initialguesses that are smaller than the spatial mean �� within a reasonable range to obtain a setof roots. Since the recognition interval will minimize the Bayes cost, the derivative of f(I)should be positive at both xl and xr. Since there may be more than one root, we choosethe one closest to the spatial mean �� as xl. Similarly, we repeat Newton's method by givinga few initial guesses that are larger than �� and select the root with positive derivative andclosest to �� as the upper bound xr.3.5 Selecting the landmarkWe are now ready to select the most salient or easily recognized constellation of features asa model from a given set of features. The n features in the set can be grouped into l = �n4�hypothetical models Mi with i 2 [1; : : : ; l] containing m = 4 points, and the correspondingrecognition function Ii can be constructed. For a modelMi, all other modelsMj; i 6= j canbe treated as Gj, and the recognition interval Ri of the model Mi can be computed . Wecan then compute the total Bayes cost CB using the error function. Given l models, thereare (l � 1) mismatch models Gj for each model Mi. Since we assume that p(I jMi) is aGaussian distribution with mean ��i and variance ��2i , the cost of false negative recognizingthe model Mi using the recognition interval (xl; xr) is:Fn = 1 � ZI2Ri p(I jMi)dI = 1� erf �xr � ��i��i �+ erf �xl � ��i��i �The cost of false positives (misidentifying something else as the model) isFp = (C10C01 ) n�1Xj=1 ZI2Ri p(I j Gj)dI = (C10C01 ) n�1Xj=1 "erf  xr � ��j��j !� erf  xl � ��j��j !#where erfx is the error functionerfx = Z x�1 1p2�e� y22 dy � 12 :15
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+++++Figure 3: a. An image of an o�ce scene. b. A drawing of the scene; the landmark is selectedfrom the set of vertical lines features drawn as darkened points, and the features selected forthe landmark are shown as triangles. The recognition interval is (�0:017228;�0:006332)The Bayes cost for using I to recognize M with interval (xl; xr) can be computed fromCB = Fp + FnThe total Bayes cost CB can be computed for each candidate model, and the models canbe sorted according to these rates. Those models with lower average cost are more likely tobe recognized from noisy image data and not confused from the majority of viewpoints. Wethus select the model with the lowest Bayes cost as the most distinguishable landmark.4 Implementation and examplesThe presented approach to landmark selection has been prototyped in Common Lisp. Fig-ure 3.a shows an image of an o�ce, and �gure 3.b shows an overhead view. A subset of 12vertical lines in the scene were considered features, and these are indicated in �gure 3.b. Thelandmark selection process was applied assuming that image measurements are corrupted byGaussian noise with a standard deviation of one pixel. The optimal landmark with the low-est Bayes cost was selected according to procedure in section 3, and the features comprisingthis landmark are indicated by darkened triangles in �gure 3.b.Note that there are two kinds of errors which can be made, the consequence of false neg-ative will be more important than the one of false positive since we don't want to mismatch16



a. invariant=-0.016947 b. invariant=-0.017228 c. invariant=-0.015875correctly recognized. correctly recognized. correctly recognized.
d. invariant=-0.012982 e. invariant=-0.010899 f. invariant=-0.009315correctly recognized. correctly recognized. correctly recognized.
g. invariant=-0.008608 h. invariant=-0.008127 i. invariant=-0.012406correctly recognized. correctly recognized. correctly recognized.
j. invariant=-0.013397 k. invariant=-0.010230 l. invariant=-0.009026correctly recognized. correctly recognized. correctly recognized.17



m. invariant=-0.008103 n. invariant=-0.008127 o. invariant=-0.008510correctly recognized. correctly recognized. correctly recognized.
p. invariant=-0.012406 q. invariant=-0.009916 r. invariant=-0.009483correctly recognized. correctly recognized. correctly recognized.
s. invariant=-0.008330 t. invariant=-0.006994 u. invariant=-0.006333correctly recognized. correctly recognized. correctly recognized.Figure 4: The images that selected landmark being found correctly and uniquely by applyingthe recognition function to the k automatically detected edges (between 13 and 21) andconsequently �k4� = (715 � 5985) groups of features with ordering and gradient constraints.18



t. detected 17 edges t1. invariant=-0.012793 t2. invariant=-0.013129found 2 matches correct match. false match.
u. detected 17 edges u1. invariant=-0.008127 u2. invariant=-0.011139found 2 matches correct match. false match.Figure 5: The experimental results of �nding two matches with ordering and gradient con-straints by applying the recognition function to �174 � = 2380 groups of features. Each imagehas one correct match and one false match.
v. detected 17 edges v1. invariant=-0.011153 v2. invariant=-0.014390found 2 mismatches false match. false match.Figure 6: The result that selected landmark was not correctly recognized. There were twofalse positive matches in the image. 19



the correct landmark. In our implementation, the cost factor C01C10 was assigned to be closeto the number of all hypothetical landmarks. The mean value of I(a) for the selected land-mark was �0:00825 and the recognition interval was (�0:01722 � 0:00632). The computedaverage cost for this landmark was 0:04951. Note that the worst hypothesized landmark hada average cost of 0:40276.We then attempted to recognize the selected landmark in images. A camera was movedto 24 positions covering a quarter circle at three depths, and images were digitized witha resolution of 640 by 480 pixels. The selection of an optimal landmark assumed that allfeatures are visible and no other vertical lines were considered as additional features in theimage. This is done by extracting the 12 selected vertical edges manually. Given 12 features,frac12!(12� 4)! = 11880 groups of hypothetical landmarks can be formed. Without anyconstraints, the recognition function was applied to 11880 groups of features, and thosefalling within the recognition interval were taken as instances of landmark. There weretotally 18 false positive matches and 1 false negative match found in the 24 images. Theresultant Bayes cost was 0:049 which is close to the threoretical one.Since the order of the selected vertical lines doesn't change in the image, we can usethe ordering constraint to reduce matching combinatories. Given 12 features, there are�124 � = 495 groups of hypothetical landmarks can be formed with ordering constraint. Therecognition function was applied to 495 groups of features and the resultant Bayes cost was0:048. The landmark was recognized in 23 out of 24 images, and it was recognized as the onlylandmark in 18 of those 23 images. In the other 5 images, there were 1 to 4 false matchesfound in addition to the correct one and resulted in tatally 11 false positive matches. Thelandmark was not recognized in only one image and there were two false matches found inthat image.Since the signs of the gradients of the gray levels of the four edges in the landmark and thethe ones in the subsets of features must be consistant, we can apply this gradient constraint tothe recognition process to improve the performance. With ordering and gradient constraints,the Bayes cost was 0:047 and the number of false positive matches was reduced from 11 to0. To detect the edges automatically, we apply a one dimensional edge detector across one20



row of the image to extract all of the k vertical edges (between 13 and 21) crossing that line.Given k features, there are k!(k�4)! = (17160 � 143640) groups of hypothetical landmarks canbe formed. With no constraints, the recognition function was applied to 17160 � 143640groups of features and the resultant Bayes cost was 0:048. There were totally 72 false positivematches and 1 false negative match were found in the 24 images. With ordering constraint,we apply the recognition function to (715 � 5985) groups of features and the Bayes cost was0:048. The selected landmark was correctly recognized in 23 images and 57 false positivematches were found in the 24 images. With ordering and gradient constraints, the Bayescost was 0:047 and the number of false positive matches was reduced to 3. This results areshown in Figure 4, Figure 5 and Figure 6.Figure 4 shows a series of 21 images for which the selected landmark was correctly anduniquely recognized by applying the recognition function to 13 � 21 automatically detectedvertical edges and consequently 715 � 5985 groups of features with ordering and gradientconstraints. The four highlighted vertical edges in the image indicate the selected landmark.Figure 5 shows the 2 images that two matches were found, each with one correct match andone false match. Figure 6 shows the image that the selected landmark was not found. Therewere two false positive matches in the image.The implementation results are shown in the following atbles,theoretically manually automaticallyconstraints CB Fp Fn CB Nfp Nfn CB Nfp Nfnnone 0.049 0.008 0.041 0.048 282 1 0.047 1346 1ordering 0.045 0.005 0.040 0.048 11 1 0.049 57 1ordering and gradient 0.047 0 1 0.047 3 1Table 1: Implementation results of selected landmark.theoretically manually automaticallyconstraints CB Fp Fn CB Nfp Nfn CB Nfp Nfnnone 0.402 0.045 0.347 0.388 1832 8 0.387 10243 8ordering 0.384 0.031 0.353 0.391 116 8 0.387 437 8ordering and gradient 0.384 41 8 0.381 102 8Table 2: Implementation results of the bad landmark.21



In both tables, CB denotes the Bayes cost, Fp is the false positive cost, Fn is the falsenegative cost, Nfp denotes the number of images that the landmark is false positive recog-nized, and Nfn is the number of images that the landmark is false negative recognized. Aswe can see from the above tables, the low Bayes cost of the selected landmark resulted ina much larger number of correct matches than the bad landmark in all cases, that is, theselected landmark is much more distinguishable than the bad landmark.5 DiscussionThe method described is a starting point for a Bayesian approach to landmark selection.In the process, a number of assumptions and simpli�cations were made. Further empiricalinvestigation is needed to determine the validity of this model for landmark selection. Thereare a number of issues, improvements and extensions to this basic scheme.� First, we assumed that measurements are corrupted by additive Gaussian noise; othermore realistic noise models or distributions which are more computationally attractiveshould be considered.� When hypothesizing possible landmarks, all n!(n�4)! hypothetical groups of features wereconsidered. This is an explosive number, and so principled means of reducing thenumber of hypothetical landmarks must be developed.� We assumed that all features were visible from all viewpoints in the viewpoint spaceV when computing of Ri. Instead, an aspect graph or similar representation could beused to determine the set of viewpoints for which the features in Mi are not occluded,and this could be used to compute p(Mi), the probability that Mi is visible within V.� The detectibility of the individual features could also be considered, perhaps as afunction of viewpoint, and this could be folded into the above scheme.� A relevant variation is to also consider selecting the most salient landmark when thecoordinates of the 3D features used to de�ne the models are noisy. This would arisewhen landmark selection is performed on-line.22



We have presented the methodology in terms of landmark selection, but the same tech-niques can be applied to other object recognition problems. For example, in interpretationtree [10, 11] or alignment methods, the above analysis can be used for automatically deter-mining the thresholds for accepting a hypothetical model, to determine termination condi-tions, and to order the search process through the interpretation tree. A set-based approachas opposed to a probabilistic approach to this problem was presented in [12]. An outgrowthof the above work may indicate what feature geometries and recognition functions are leastsensitive to noise independent of the other features; this could lead to a method of objectselection that does not require strict pairwise comparison. It may also indicate how to designarti�cial landmarks.The two methods outlined above rely on having three dimensional data available for con-structing the models. A very interesting extension is to consider the problem of landmarkselection using only data from a single image of a scene. Between two images of an object,the epipolar constraint has to be satis�ed for all corresponding features [24]. An object canbe modelled by the image coordinates of a set of features from one viewpoint. A recognitionfunction is then constructed which measures the degree to which another set of image fea-tures measured in a second image violates the epipolar constraint. Without noise, a correctcorrespondence will evaluate to zero, and mismatches will evaluate to some other number.This recognition function could be directly used in the above Bayes classi�cation scheme.In practice, the epipolar constraint is likely to be too weak to be used alone. Other con-straints will have to be brought to bear to determine which model is most distinguishable:These might include feature type, connectivity or adjacency relationships between pairs offeatures, and photometric information; this would couple some of the notions of qualitativeimage structure given by an aspect graph and would lead to a multiple-view representationof individual objects.AcknowledgementsMany thanks to C.J. Taylor whose work on landmark-based mobile robot navigation startedus on this path. 23
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